
Exploratory Analysis on Market Basket Data using Network
Visualization

Henrique L. S. Gino1, Diogenes S. Pedro1, Jean R. Ponciano1,
Claudio D. G. Linhares1, Agma J. M. Traina1

1Institute of Mathematics and Computer Sciences, University of São Paulo,
São Carlos, Brazil

{henriqueshibata, diogenes.pedro, jeanponciano, claudiodgl}@usp.br
agma@icmc.usp.br

Abstract. Market basket analysis is a powerful technique for understanding cus-
tomer behavior and optimizing business strategies based on that understanding.
Market-based analysis over time using visualization techniques can provide in-
sights into market trends and relations, simplify complex data, and communicate
insights effectively, which can help organizations make more informed decisions.
This paper leverages a dataset focused on the users’ incomes and temporal
aspects of market purchases. We modeled this dataset as three distinct tempo-
ral networks and performed an exploratory evaluation identifying patterns and
anomalies in the data. More specifically, we identified groups of related products,
indicating thematic purchases, and evaluated the impact of demographic factors,
such as income, on customer spending.

1. Introduction
Market basket analysis is a data analysis technique used to identify the relationships
between frequently purchased products or items by customers [Osadchiy et al. 2019].
Market basket analysis is based on the idea that customers who buy a particular item are
also likely to buy other items. This approach is commonly used in marketing to examine
customer buying patterns by identifying associations among various items that customers
place in their shopping baskets [Arboleda et al. 2022].

There are several ways to explore market baskets, such as statistical analysis,
predictive modeling, association rules, and visualization techniques. It is also possible to
model this type of data using graphs and complex networks where nodes usually represent
products, and the edges depict the correlation between them [Estrada 2015]. This way, the
temporal behavior of purchases could be analyzed by mapping the evolution over time
through temporal (dynamic) networks [Holme and Saramäki 2019].

Networks are ideal for representing complex relations and are highly visual,
which makes them easy to understand and interpret when using proper visualization tech-
niques [Zoss et al. 2018]. Visualization helps to identify patterns, trends, and anomalies
that may be difficult to detect with other methods [Wilke 2019]. Moreover, the identifi-
cation and analysis of meaningful groups of nodes, such as the so-called communities —
groups of nodes that interact more often with themselves than with other nodes —, can
help understand related nodes and common behaviors [Fortunato and Newman 2022].

In this paper, we are particularly interested in analyzing whether purchase behavior
changes according to household income. To investigate that, we explore market baskets



using Network Visualization techniques and inspect the social network structure (e.g., the
relation between products bought by customers) and the temporal evolution (e.g., trends
and seasonality factors). We take advantage of an established system focused on the visual
analysis of large temporal networks called LargeNetVis [Linhares et al. 2023], which is
suitable for exploring patterns and anomalies using network communities. To detail our
approach, we also took advantage of a dataset focused on the temporal network aspects
and three household income levels.

2. Background and Related Work

This section describes the basic concepts and works related to Market Basket Analysis and
Network Visualization, including the most relevant layouts for temporal networks in the
scope of our study and related graph drawing techniques.

2.1. Market Basket Analysis

Many approaches can be used with Market Basket Analysis to assert better decision-
making to the retailer about its buyers. The first study considering this theme date back
to the early 1990s, in which data mining techniques were applied to a large database
of customer transactions to determine relevant association rules between customer inter-
actions [Agrawal et al. 1993]. An association rule is a machine-learning technique for
detecting important relations between dataset variables. In the context of Market Basket
Analysis, association rules are used to identify relations between products that are fre-
quently purchased together [Arboleda et al. 2022]. They were proposed with the specific
goal of discovering different association rules between items in an extensive database of
transactions. The paper [Ünvan 2021] applies association rules in a static supermarket
data set with 225 different products to address the market basket problem, creating rules
that state the set of items most frequently purchased together with the highest confidence.
The paper [Kaur and Kang 2016] employs periodic mining to enhance the prediction of
future association rules and designs a suitable methodology to find outliers, better-assert
customer behavior, and increase sales.

Customer purchasing data applied to association rules were employed
by [Osadchiy et al. 2019] to create a recommendation system for market food items that are
not inherently user behavior-based or rating-based but used transactions from a given popu-
lation to build a collective model of preferences. Similarly, the work at [Rendle et al. 2010]
used customer purchase data to propose a next-basket recommendation system that essen-
tially uses sequential behavior to predict items commonly bought together. Some other
works take a different direction, such as the paper [Griva et al. 2018], which considers not
only the information of purchased items, but also the spatial localization of individual
customers to define behavior in a store concerning aisles, path types, and time spent buying.
However, association rules have some limitations in Market Basket Analysis, such as the
sparsity of the data, which can be difficult to generate meaningful association rules or
to achieve computational scalability for large datasets [Arboleda et al. 2022]. To avoid
that, some approaches of market basket analysis focus on enhancing the association rules
through visualization tools, to better select relevant information [Valle et al. 2018].

In that direction, some studies propose the application of graphs and complex net-
works in Market Basket Analysis. The advantage of using graphs is that the complexity of



the dataset is reduced, improving its analysis. In this case, the graph is modeled as a network
of products, with each node representing a product and each edge connecting two products
bought together (though an edge in a network does not imply a confirmed relation between
products). The work presented at [Kafkas et al. 2021] used product networks to discover
customers’ purchase patterns, segmenting the products in communities through statistical
inference to understand their roles in the network. Considering e-commerce environments
and product networks, the article [Oestreicher-Singer et al. 2013] tested the product’s influ-
ence over another product’s sales, attaining a metric to estimate a product’s actual value in
a general product network. In the retail context, the paper [Lismont et al. 2018] analyzed
product attrition with transaction data and customer-product networks, defining a strategy
to identify products that would be sold significantly less. Moreover, some studies focus
on transaction data through networks to create network mining techniques effective in the
vast amounts of scattered data [Videla-Cavieres and Rı́os 2014].

Other approaches combine multiple techniques, such as association rules, complex
networks, and visualization analysis [Wu et al. 2021]. Even more, they also use the concept
of network communities, which can highlight groups of products with some compatibility
(e.g., chips and salsa). An objective metric of interest is used to determine the intensity
of relations in such communities. Also, they use association rules networks to better
detect communities whose relations are more latent to discover and explore individual
hypotheses regarding products in the network [Wu et al. 2021]. Although some recent
studies present network visualization techniques [Huang et al. 2019, Wu et al. 2021], none
showcase market baskets or customer-based product networks with a temporal or dynamic
aspect, which is essential to analyze seasonal purchases and, ultimately, increases/decreases
in the purchasing power of a population. Our work aims at bridging this gap.

2.2. Network Visualization

There are several techniques (or layouts) to visualize networks. One of the most popular is
the node-link diagram, which depicts nodes and edges as circles and straight lines, respec-
tively (Fig. 1(A)) [Abdelaal et al. 2020]. Another popular technique is the matrix-based
layout, in which columns and rows represent the nodes, and each marked cell represents
an edge (Fig. 1(B)). There are several studies focused on graph drawing techniques to im-
prove the readability of node-link diagrams and matrix-based representations. One famous
example is the force-directed layout for node-link diagrams, which is a node positioning
algorithm that considers each node as a physical object that repels other nodes and each
link (i.e., edge) as a spring-like force that attracts connected nodes, improving the visual-
ization and interpretation [Rahman et al. 2022]. Other popular graph drawing solutions for
node-link diagrams include circular and tree layouts and edge bundling [Vieira et al. 2022].

Both node-link diagrams and matrix-based layouts can be used for tempo-
ral network visualization when animating them over time or presenting the network
data timestamp by timestamp in side-by-side windows (a strategy called small multi-
ples) [Abdelaal et al. 2020]. Besides these approaches, there are timeline layouts pro-
posed specifically for temporal network visualization. Popular timeline representa-
tions include Massive Sequence View (MSV), in which each line represents a differ-
ent node and each column indicates the graph activity (edges) for a specific timestamp
(Fig. 1(C)) [van den Elzen et al. 2014]. Similar to MSV, the timeline technique Tem-
poral Activity Map (TAM) focuses on the node activity using squares to represent the



nodes and removing the vertical lines (edges) (Fig. 1(D)) [Linhares et al. 2020]. Popular
solutions for timeline representations include node ordering [van den Elzen et al. 2014,
Linhares et al. 2019] and edge sampling [Ponciano et al. 2021].
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Figure 1. Techniques for network visualization: (A) Node-Link Diagram; (B) Matrix
layout; (C) Massive Sequence View; (D) Temporal Activity Map.

3. Methodology
We propose a methodology to perform our market basket analysis (Fig. 2). First, we
describe a literature dataset focused on household-level transactions and our data pre-
processing steps (Fig. 2(A, B)), highlighting the data characteristics. Then, we model
the resulting dataset as temporal networks (Fig. 2(C)), which allows a better comprehen-
sion of the product relationships and temporal evolution. After, we describe the system
and network visualization techniques used to perform the intended exploratory analyses
(Fig. 2(D)), to identify patterns, trends, and anomalies in the data. At last, the dataset
is ready to be explored, with applications demonstrated in our case study (Fig. 2(E)), to
identify groups of related products, thematic purchases, and the impact of demographic
factors on customer spending.
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Figure 2. Workflow steps to perform exploratory analysis on market baskets: (A)
Select a market basket dataset; (B) Preprocess the data; (C) Transform the
resulting dataset into temporal networks; (D) Apply visualization techniques;
(E) Explore the data to identify patterns, trends, and anomalies.

3.1. Dataset and data preprocessing
This work explores the Dunnhumby dataset [Gonen 2020], which contains information on
household-level transactions over two years from 2500 households who are frequent shop-
pers at a retailer. All products from the respective households purchase are in the dataset,
not limited to specific categories. Demographic information about some households are
also considered, e.g., annual income, number of members, and member age.

The products are considered under three levels of detail: department, product
category, and product type. The upper level of detail is the department, e.g., grocery; the
next is the product category, e.g., cookies/cones; and the last is the product type, e.g., tray



pack/choc chip cookies. The dataset encloses 92,353 distinct products distributed in 44
departments, 308 product categories, and 2383 product types.

Each purchase is organized with the basket label, categorizing groups of products
bought on the same shopping trip. There is information about the cost of each product, the
number of items, and whether some discount was used. There are 276,484 orders from the
two years, averaging 110 orders per household and 9.4 items bought per order.

Some preprocessing was needed to properly use the Dunnhumby dataset in our
study. First, since we are mainly interested in investigating whether the purchase behavior
changes according to household income, we consider only family shopping trips with
that (demographic) information. Given that the annual household income was initially
considered under numerous classes (e.g., ‘Under 15K’, ‘15-24K’, ...), a new attribute was
created to delineate a household’s income in only three categorical classes: low, middle,
and high annual income. The defining ranges to create such classes were [0 to 50k – low],
[> 50k to 150K – middle], and [> 150K – high]. We have 48% of households with low
annual income, 45% middle income, and 7% with high income values.

We also concentrate our analysis on the first year of data and grocery items, which
roughly represent 2/3 of products from all orders. Based on quantiles of the product price
distribution, we categorize each product as having a very low, low, normal, high, or very
high price (defining ranges [0 to .25 – very low], [> .25 to .5 –low] [> .5 to .75 – normal],
[> .75 to .9 – high], and [> .9 to 1 – very high]). Naturally, some products could have
their prices changed throughout the considered time. The most recurrent label was chosen
for radical cases of a price difference that caused the same product to have different prices.

3.2. Network modeling
After preprocessing, the dataset was used to create three temporal, unweighted, and
undirected networks such that nodes represent (types of) products and edges connect pairs
of (types of) products bought together in the same basket. The difference between the
networks relies on the household income category being analyzed. Tab. 1 presents the
networks that depict purchases made by households with low, middle, and high annual
incomes. Each network contains 346 days (the first year of data, as previously stated,
only missing the first nineteen days in the original dataset). Note that the high-income
network presents fewer nodes (products) and edges when compared with the others.
This occurs because the original dataset presented only 7% of households with high-
income values. The networks and a detailed explanation of the dataset can be accessed at
https://github.com/henrique-gino/MarketBasketDataset.

Table 1. Three proposed networks based on household incomes.

Network # Nodes # Edges # Timestamps
Low-income network 9,450 387,031 346 (days)

Middle-income network 9,859 470,224 346 (days)
High-income network 3,071 46,410 346 (days)

3.3. Visual Analysis
We have considered different interactive systems for visualizing temporal networks (e.g.,
DyNetVis [Linhares et al. 2020] and PaohVis [Valdivia et al. 2021]). After an initial inves-
tigation, we chose LargeNetVis [Linhares et al. 2023] because it enables effective analyses



of temporal aspects and also can handle temporal networks with a few thousand nodes
and edges, such as the ones described in Tab. 1, which would be difficult or infeasible
with other systems. LargeNetVis’s features and layouts include (i) network timeslicing
(i.e., the split of the network data into time intervals of equal length) followed by com-
munity detection performed inside each timeslice using Louvain [You et al. 2022]; (ii) a
node-link diagram per community that enables the visual analysis of the community’s
structure (Fig. 3(B)) and a summarized version of this diagram where nodes (also known
as “super” nodes) represent sub-communities (Fig. 3(A)); and (iii) a Temporal Activity
Map (TAM) per community (Fig. 3(C)) that enables the analysis of temporal patterns in
that community (see, e.g., the three nodes with labels “High” and “Very high” that are
involved in connections during six consecutive timestamps (Fig. 3(C), I) and the existence
of two timestamps with no nodes (Fig. 3(C), II)).

LargeNetVis’s layouts are interactive and coordinated among them so that nodes
(or super nodes) selected in one of them are automatically selected in the others. Nodes can
be colored according to the available metadata; in this case, super nodes are colored and
labeled according to the predominant color and label among their node members. As an
example, the “Low”/yellow super node in Fig. 3(A) has this color because yellow (which
corresponds to the label “Low”) is predominant in the corresponding sub-community (note
that this sub-community contains three “Low”/yellow nodes, one “Very low”/red, and one
“Normal”/white node — see Fig. 3(B)). The size of a super node and the edge thickness in
the summarized node-link diagram are related to the number of nodes in the sub-community
and the number of edges connecting nodes from different sub-communities, respectively
(Fig. 3(A, B)). Both versions of the node-link diagram employ force-directed layouts (recall
Sec. 2.2), which impacts the pattern identification. In our context, nodes close to each other
are more likely to be purchased together in the same basket of a single household (see, for
example, the blue nodes that refer to high- and very high-priced products in Fig. 3(B)).
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Figure 3. Community-focused layouts offered by LargeNetVis: (A) Summarized
Node-link diagram; (B) Node-link diagram; (C) Temporal Activity Map.

After preliminary tests, we configured LargeNetVis so that each timeslice comprises
a 31-day interval (12 timeslices). We also set the node metadata as our price categorization,
using the same labels and color scale from Fig. 3.

4. Case study
In this case study, we are mainly interested in analyzing (i) if there are differences regarding
the types or categories of products bought by households from different income classes



and (ii) if the household income class affects the frequency in which a product is bought.

Fig. 4 illustrates five (summarized) node-link diagrams for each income class. As
expected, very expensive products are typically bought by high-income households (a
behavior generally found on the high-income network and illustrated in Fig. 4(A, 1-4)).
Similarly, products categorized as having “normal” prices are mainly found on purchases
from middle-income households (Fig. 4(B, 1-4)), and very cheap products are predominant
in low-income households’ baskets (Fig. 4(C, 1-4)).
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Product price: Very low Low Normal High Very high
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Figure 4. Summarized node-link diagrams showing communities containing (1-4)
patterns or (5) anomalies: (A) High; (B) Middle; and (C) Low incomes.

It is important to highlight that exceptions from the aforementioned behavior are
relevant and can also be found using the visualization. One of them is shown in Fig. 4(A, 5),
where we see high-income households buying very cheap products (probably those of basic
needs). Analogously, we can also observe middle- and low-income households buying
more expensive products (Fig. 4(B-C, 5)). To help us understand a case where low-income
households purchase high-priced products, Fig. 5(B) shows the products (nodes) that
belong to the super node from Fig. 4(C, 5) with most products having high prices (see
this super node highlighted in Fig. 5(A)). Besides other products, we can see that this
low-income household has bought seven different types of frozen meat, beverages, and
paper drinking cups. Inspired by this case and after finding other similar purchases, we
could identify many thematic purchases where more expensive products are bought to be
used in celebrations or other special occasions.

Thematic purchases are observed in all three networks. We can see, for example,
that most purchases made by high-income households contain alcoholic beverages, mainly
wine, and products often consumed with these beverages. This pattern is illustrated in
Fig. 6 — which depicts the node members of the community shown in Fig. 4(A, 1) —,
where we have different types of wine that were probably bought by the same household
(given that they are close to each other in the layout). Seltzers are also commonly found
on purchases made by households with high incomes. In the example depicted in Fig. 6,
the same type of seltzer was bought on 19 days of the month (Fig. 6(B)).
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Figure 5. Analysis of a community with purchases made by a low-income house-
hold (the same community depicted in Fig. 4(C, 5)). (A) Summarized node-
link diagram and (B) the corresponding node-link diagram.
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Figure 6. Analysis of a community with purchases made by high-income house-
holds (the same community depicted in Fig. 4(A, 1)). (A) Node-link diagram
and (B) Temporal Activity Map (TAM).

While it is expected that different households from the same income level have
different preferences and hence purchase different types of products, some of them may
opt for purchasing the same products. These shared types of products are represented
by connection nodes that link different clusters of products (baskets) in the node-link
diagrams, as illustrated in Fig. 7. Surprisingly, the types of products shared by high-income
households’ baskets refer to products that tend to be cheaper than those shared by both
middle- and low-income baskets, as we can see when comparing Figs. 7(A-C). The type of
product shared by different baskets also varies according to the household income class,
from some expendable products in high-income baskets to day-to-day cooking products
(e.g., spices and vegetable oil) in low-income baskets. In general, most of the shared types
of products found during our analysis refer to products of daily use.

Regarding the frequency in which types of products are purchased monthly, we
could not establish a relation between frequency and household income class. Different
shopping behaviors were found in that sense, regardless of the income. First, there are
types of products that were bought on many days in a month, but belonging to baskets with
few products, as illustrated in Fig. 8(A, 1), which highlights three types of products (see
red boxes): a very cheap one that is bought throughout the whole month (seltzers), and two
very expensive products, one that is mainly bought on the first half of the month and one
mainly bought near the end of the month (two different types of wines). Similarly, there
are also recurrent purchases of a product as part of baskets with several other products (see,
e.g., the number of products per day in Fig. 8(A, 2)).
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Figure 7. Analysis of connection nodes, i.e., products shared by different bas-
kets. Each node-link diagram shows a community from a different network:
(A) High-income; (B) Middle-income; and (C) Low-income.

Another shopping behavior refers to types of products that were bought on few and
spaced days in a month, possibly indicating seasonal purchases (people buy them only on
weekends, for example), as illustrated in Figs. 8(B, 1-2) (see the red boxes). Finally, there
are also types of products that were bought once or a few times in a month, as illustrated
in Figs. 8(C, 1) and 8(C, 2) (see the red boxes). Besides the immediate identification of
seasonal purchases, the investigation of temporal shopping behaviors through the proposed
visual analysis can be used to assist retailers and analysts in recognizing increases or
decreases in the households’ purchasing power over time, thus enabling fast and appro-
priate decision-making to encourage/discourage those behaviors (e.g., through marketing
campaigns in e-commerce platforms).
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Figure 8. Temporal Activity Maps showing different temporal shopping behaviors.
(A) Types of products that were bought on many days in a month but
belonging to baskets with (1) few or (2) several products. (B, 1-2) Types of
products that were bought on few and spaced days in a month, possibly
indicating seasonal purchases. (C) Types of products that were bought (1)
once or (2) a few times in a month.



5. Limitations and Future Work
Using visualization techniques for market basket analysis is valuable because it allows
identifying patterns and relations in the data that might not be apparent from other analysis
strategies. However, adequately validating such a visual exploration approach can be
difficult to achieve. In that regard, a second iteration of this study will include validating
the quality and applicability of the visualization results with objective-oriented metrics
through user study settings and quantitative evaluations.

Since we analyzed a dataset potentially focused on a specific geographical region,
it is hard to generalize the results of related products and customer behaviors for other
regions. Moreover, our analysis also considered only individual network communities,
resulting in edges across communities being lost, which could have potentially affected
the findings [Ponciano et al. 2021]. Lastly, the proposed network analysis derives from a
dataset with only different households’ income levels relating to the prices of purchased
products. Considering other factors (e.g., customers’ age, number of family members, and
place of residence (country, state, city)), or even utilizing different network architectures
(e.g., modeling the dataset as a temporal multilayer network and visualizing it using
MuxViz [De Domenico et al. 2014]) could enrich our analysis and lead to new and more
assertive conclusions, and is on-par with the future iterations of this study.

6. Conclusion
Market Basket Analysis is a data analysis technique used to identify relations between
items purchased by customers, and it is a powerful tool for understanding customer behav-
ior and making data-driven decisions. In this paper, we investigated the effects of annual
household income on purchase behavior. To do that, we took advantage of a dataset with
market basket information that we modeled as temporal networks focused on purchases
of products from the perspective of three distinct groups of household customers, charac-
terized by their annual income. Using LargeNetVis [Linhares et al. 2023], an interactive
system with layouts and features to analyze small and large temporal networks, we then
performed a series of exploratory analyses that allowed us to inspect structure (identifying,
e.g., purchase patterns and relations between items and users’ preferences) and temporal
dynamics (e.g., purchases trends and seasonalities).

Our case study described meaningful purchase behaviors identified through the
proposed analysis procedure, including existing relations involving household incomes
and types (and prices) of products bought, frequency of purchases over time, and the
presence of thematic purchases. As demonstrated throughout the paper, our approach can
greatly help domain experts (data or business analysts, among others) by leading them to
new insights into the data and supporting faster and more reliable decision-making, for
example, in marketing campaigns, product pricing/placement, and recommendations. As
previously stated, we now intend to expand our analysis by considering other demographic
factors, using other complementary tools to perform analyses, and assessing usability and
usefulness through quantitative and qualitative (user study) evaluations.
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