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Abstract. COVID-19 became a pandemic infecting more than 100 million peo-
ple across the world and has been going on for over a year. A huge amount of
data has been produced as electronic medical records in the form of textual data
because of patient visits. Extracting this information may be very useful in better
understanding the COVID-19 disease. However, challenges exist in interpreting
the medical records typed as free text as doctors may use different terms to type
in their observations. In order to deal with the latter, we created an ontology in
Portuguese to describe the terms used in COVID-19 medical records in Brazil.
In this paper, we present a brief overview of the ontology and how we are using
it as the first step of a more complex NLP task.

1. Introduction

COVID-19 become a pandemic infecting more than 100 million people, at the time of
writing. The creation of health care strategies in the face of this pandemic is a major chal-
lenge. When considering the local limitations and the lack of global systematization for
the care of patients with different presentations of the disease, both in light and moderate
profile, this challenge is even greater.

As a result of the interactions between doctors and patients in the context of
COVID-19 treatment, an increasing amount of rich textual data has become available
in the form of electronic medical records (EMR). However, automatically processing this
type of data is hard, as each doctor, health institution, or medical specialization records
differently in text the log of patients visits.



Nevertheless, exploring this kind of data can be very useful in different aspects
related to the fight against the pandemic, such as: in helping to extract knowledge about
the disease; in identifying conditions that lead to disease progression; in defining the best
strategies for treatment, among many more interesting queries.

Such data can also be integrated into machine learning systems helping to answer
these questions by highlighting terms of interest to help a healthcare professional, or even
by classifying the EMR text into whether the patient would progress to a more severe state
or if she will have mild complications.

However, dealing with such data brings many challenges because of the complex-
ity of the text, as well as its high variability. Thus, the creation of instruments that assist
in the description and systematization of updated knowledge about the disease, such as
an ontology, was essential in the context of the project, provide different tools to face this
pandemic. From this complex characterization of COVID-19, it will be possible to create
alerts for patients with the potential to present forms of the disease with unfavorable evo-
lution, which, in the scenario of Brazil, may contribute to the reduction of morbidity and
mortality.

Given this in this paper we present an approach to process EMR, using Natural
Language Processing (NLP) and an ontology in order to extract meaningful information.
With these techniques, we can therefore identify characteristics that may or may not define
the severity of a disease based on information contained in the EMR and assist in medical
decisions based on the incidence of terms, using machine learning techniques.

The rest of this paper is organized as follows: in section [2, we discuss the use
of NLP in EMR. Section [3.1] presents the proposed ontology and how it can be used to
improve EMR text processing. Section ] presents the methodology of our experiment and
the obtained results. Finally, we conclude on section E}

2. Preliminaries: Natural Language Processing in medical data

NLP is a field where text data is processed via algorithms in order to extract information.
Medical data can be expressed in textual format in EMR which contains information about
the patient. While there are many advances in NLP [Hirschberg and Manning 2015]], most
require significant amounts of annotated data.

This becomes harder in the medical field given privacy concerns which limits the
availability of larger datasets. Because of this many works that apply NLP in medical data
build their own datasets which are not shared [[Chen et al. 2018]] [|Cai1 et al. 2019]].

Also, most works in the medical field limit their data to a single hospital or even
a single department in order to minimize variance on how the same expressions can be
reflected in the text.

In contrast, in our work, we aim to process and integrate data that come from
multiple sources like outpatient clinics, health centers, general hospitals, intensive care
unit (ICU), among others, since the data we have comes from several health units spread
over some cities in Brazil, containing information that differs in the writing pattern of
the EMRs among themselves. Given this, in this paper, we explore NLP techniques on a
sample of medical records and present how through the use of our ontology we can extract
meaningful results from the data even facing all the aforementioned challenges.



3. Methodology

In this section, we describe a Portuguese language ontology-based NLP pipeline for
COVID-19 EMR. The Data Source is the Electronic Health Record of the Brazilian
Company of Hospital Servicesﬂ [EBSERH . Data was provided to the research team
anonymized, thus not implying risks of leakage of personal data.

3.1. Brazilian COVID-19 ontology for NLP

Given the complexity in processing the textual data appearing in EMR, we propose to in-
tegrate into the NLP pipeline an ontology for COVID-19 in the Portuguese language. The
ontology shall help in dealing with the ambiguities produced during text interpretation,
as it can lemmatize all different forms of a concept to a base form using synonyms, and
we can leverage the relationships between different terms. To the best of our knowledge,
we are the first group to design a Portuguese medical ontology for COVID-19 that will be
available in the public domain.

3.1.1. A Portuguese COVID-19 Ontology

The terminology used in health is technical, however it considers subjectivity, different
and various clinical information, and complementary exams. Beyond that, it is broad for
various conditions of illness and conditions, helping forming hypotheses and diagnoses
of probability. To represent this medical language, we use an ontology.

Ontology is a branch of philosophy that aims to study and understand the concepts
of being, existence, and reality. As [Gruber 1993] originally defines, “An ontology is an
explicit specification of a conceptualization. For knowledge-based systems, what “exists”
is exactly that which can be represented”. Thus, through ontology, if something exists it
is possible to portray its nature and existence, its structure, its principles, its components,
and its relations.

In this context, an ontology in the medical field seeks to describe the information
concerning the problem of interest in the medical domain, thus structuring the knowledge
about this domain.

In this work, we aimed to build, through a joint effort between computer scientists
and a group of medical studentes and doctors in medicine in different areas of expertise,
an ontology that sought to formally describe relevant information contained in COVID-19
EMR. The creation of COVID-19 ontology was a challenging exercise, requiring a work
of reflexive thought and collective construction. Thus, we seek to understand the concepts
for the creation of an ontology, as well as concepts and characteristics of COVID-19,
and implement the techniques used for the creation of ontologies[Noy and McGuinness |
[Farinelli and Almeida 2019]].

In this context, we started studyng for medical ontologies from other domains
[Smith et al. 2007] [Schriml et al. 2019]. Then, we studied the characteristics and aspects
that are part of disease [Mclntosh et al. 2020] [de Andrade 2013]] we analyzed the EMRs,
and identified the classes that structured the main concepts in the domain: defining its

! Available in http://www2.ebserh.gov.br/web/portal-ebserh/inicio



terms, hierarchies, and relations. We use Prote’geﬂ [Musen 2015]], a tool developed by
Stanford University School of Medicine for the creation and visualization of ontologies.
Figure|l| shows a structure of part of the ontology developed in this project.
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Figure 1. Example for a snippet of the Portuguese COVID-19 ontology

When creating the ontology, one of the challenges faced was to describe a disease
almost unknown in the current moment of social and scientific commotion, in which sci-
ence focuses on the complexity of COVID-19 to generate new learning. Changes in their
understanding required us to keep up to date at all times while working on deciphering
this issue.

3.1.2. Ontology processing: Owlready

To use the Portuguese COVID-19 ontology as part of the NLP pipeline, we needed a tool
with a programmatic API to reason on its classes and answer some inference queries.
We adopted the Owlready tool [Lamy 2017]. With Owlready, we access the ontology
created in Protégé to check whether a term, extracted from the EMR, exists as a class,
returning its target synonym and the superclass, or NULL in case the term is not a class
in the ontology. We assume that each term should be a specialization of one of the main
concepts in the ontology. For example: cefaleia is a specialization of the main concept
sintoma. In case a term shares different synonymous, the ontology point to the one that is
considered the target synonyms and this is the one assumed for the text interpretation.

Figure [2] presents an example of searching three medical terms: cefaleia,
RT_PCR _nao _reagente, and bisturi. The cefaleia query returned as its target synonym,
cefaleia and its superclass was sinais_e_sintomas.When querying RT_PCR _nao_reagente
we obtained RT_PCR_negativo as the synonym target and its superclass was ex-
ame_complementar. In the last query the term bisturi does not exist in the COVID-19
ontology, in this case we return NULL.

ZAvailable in https://protege.stanford.edu/
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b=consulta_de_termo_na_ontolog . R gente”,covid)
c=consulta_de_termo_na_ontologia(

print(a)

print(b)

print(c)

['cefaleia’, 'sinais_e_sintomas']
[ "RT_PCR_negativo®, “exame_complementar’]
[NULL"]

Figure 2. Query existing terms in COVID-19 ontology

At the current moment our ontology is being used via owlready in order t6 extract
from the EMRS only the terms contained in our ontology in order to apply nlp techniques.

3.2. Global project overview

We aim to later extend our ontology by training a named entity recognition model
[Li et al. 2020] to classify the words that we predefined into our ontology into their main
class, for example, ’symptoms’, ’complementary exams’, etc. Then this model will be
later used on new texts to try to extract other possible terms that should be contained in
our ontology. This is but the beginning of our workflow for this project, which is seen in

figure 3
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Figure 3. Complete NLP pipeline of the project. This paper presents the EMR
term extraction module including the ontology inference engine

4. Experiment

As an initial evaluation of the outcome of the proposed NLP pipeline supported by the
Portuguese COVID-19 ontology, we explore how the elements of the ontology interact
with one another in actual medical text data. To do so we tokenize the text into sentences.
Then, for each sentence, we filter the terms that appear in the ontology. Next, from the
set of filtered terms at each sentence, we create a term-document matrix.

To build the adjacency matrix, we take the cross product of the term-document
matrix. This is summarized in the algorithm I}



Algorithm 1 Obtains the graph’s adjacency matrix
Text < PreProcess(Text)
Text < Tokenize(Text, sentences’)
Text < Filter(Text, Ontology)
TDM <+ TermDocumentMatrix(Text)
Text < AdjacencyMatriz = CrossProduct(T DM )
Return AdjacencyMatriz

4.1. Results

This work sought to explore how the classes defined in the ontology of COVID-19 are re-
lated to each other based on the words that appear in textual data sets. The data set used in
this work, seeking to verify the functionality of the ontology in NLP, was the Tele Coron-
avirus, which has descriptive information of signs, symptoms, risk classification reported
by people who sought telephone assistance for presenting symptoms they identified as
related to COVID-19. As a result of this experiment, we obtained a graph composed of
514 nodes.

To find the graph we calculated a co-occurrence matrix of words according to the
methodology already described to define the graph adjacency matrix. A co-occurrence
matrix shows that if two words are highly connected in a graph it means they usually
appear together according to how we tokenized the text (via sentences), and groups in this
graph can be explored to find some common theme.

Figure {4 represents a subgraph, part of the graph of 514 vertices, containing the
classes with the greatest relations between them. When observing the graph nodes, a
strong relationship can be identified between the terms of the ontology that define classes
of signs and symptoms, classes of exams requested by doctors, described in the medical
records, and also classes that make up the group of risk factors for COVID-19.

In this way, we were able to demonstrate that the information contained in the on-
tology, determining whether the information in the EMRs can relate to the characteristics
of COVID-19 through the use of ontology. where, we can identify a greater chance or not
of disease severity and make decisions about the diagnosis of a particular patient.

5. Conclusion

In this paper, we present the importance and functionality of an ontology in helping so-
lutions that integrate NLP pipelines, as the medical and computational areas are able to
converse using ontology to identify the relevance or not of certain related terms in an
EMR. Our first results, present how we could find groups using a concurrency matrix of
terms in free text when using our ontology.

Which will be useful later when building the final project denoted in section [3.2]to
be able to process EMR from all over the country and help with the COVID-19 pandemic.
In the next steps, we will conclude the pipeline shown in the figure [3| applying machine
learning algorithms to the preprocessing described in this article, in order to assist medical
decisions.
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Figure 4. Subgraph visualization of terms of our ontology extracted from medical
texts obtained from the project containing only the top 30% strongest links.
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