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Abstract. Open Science demands auditability and reuse, which brings challenges to
data management in deep learning (DL) training dataflows. To address this, it is im-
portant to capture provenance data, such as executed transformations and the execu-
tion environment. However, capturing alone is not enough. This information must also
be made available. The paper proposes integrating the DLProv tool, which collects
provenance data in DL, with the Dataverse repository. The approach automates the
publication of data, models, and metadata. Its feasibility was demonstrated through
the training of a CNN based on the AlexNet architecture.

Resumo. A Ciéncia Aberta exige auditoria e retiso, o que traz desafios a gestdo de
dados em dataflows de treinamento de Aprendizado Profundo (AP). Para isso, é fun-
damental capturar dados de proveniéncia, como transformagdes executadas e ambi-
ente de execugdo. Contudo, apenas capturar ndo basta, é preciso disponibilizar essas
informagoes. O artigo propoe integrar a ferramenta DLProv, que coleta dados de
proveniéncia em AP, ao repositorio Dataverse. A proposta automatiza a publicacdo
de dados, modelos e metadados. A viabilidade foi demonstrada com o treinamento de
uma CNN baseada na AlexNet.

1. Introducao

Nos dltimos anos, cresceu o interesse por praticas da chamada Ciéncia Aberta
[Waskita et al. 2023], cujo objetivo € tornar os resultados de pesquisas acessiveis, transparentes
e reprodutiveis. Em muitas institui¢des e agéncias de fomento, a publicacdo aberta de dados,
codigo-fonte e metadados ja € mandatdria ou fortemente incentivada. O Governo Federal, por
exemplo, langou o 6° Plano de A¢do em Governo Aberto!, com diretrizes para fomentar praticas
de ciéncia aberta. Tais iniciativas estdo alinhadas com os principios FAIR [Wilkinson 2016]
(Findable, Accessible, Interoperable, Reusable), que orientam a gestdo de dados para permitir
seu redso por outros pesquisadores.

No entanto, a implementacdo efetiva da Ciéncia Aberta enfrenta desafios. Para
[Demchenko et al. 2012], o maior obsticulo é a geréncia dos metadados cientificos, que vao
desde atributos simples, e.g., titulo, licenca e palavras-chave, até complexos caminhos de
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derivacdo dos dados, representados por grafos de proveniéncia [Herschel et al. 2017]. Es-
ses desafios sdo comuns em dominios como Biologia, mas vém se intensificando também na
area de Inteligéncia Artificial (IA), especialmente no contexto do Aprendizado Profundo (AP)
[Ravi et al. 2022].

Treinamentos de modelos de AP sdo dataflows compostos por etapas de pré-
processamento, treinamento, avaliacdo e selecdo de modelos, executadas com diferentes fra-
meworks, tanto localmente quanto em ambientes distribuidos. Os modelos resultantes podem
ser aplicados em dominios sensiveis, e.g., reconhecimento de padrdes em imagens derma-
tologicas [Blanco et al. 2020]. Dado o potencial impacto ético dessas aplicacdes, € essencial
que esses modelos sejam acessiveis para auditoria e explicagdo. Por exemplo, se um modelo
falha sistematicamente em uma identificacao, € necessario investigar se ha viés.

Para a auditoria e explicacdo desses modelos, ¢ fundamental o acesso aos dados
de proveniéncia associados aos dados e modelos treinados, i.e., os registros detalhados das
transformacoes aplicadas, parametros utilizados e ambiente computacional das execucdes dos
dataflows de treinamento [Pina et al. 2025]. Os dados de proveniéncia podem fornecer o con-
texto necessario para interpretar resultados, identificar vieses e replicar experimentos em di-
ferentes cendrios. A captura de dados de proveniéncia em dataflows de AP ja é explorada
por diversas abordagens [Pina et al. 2025, Schlegel and Sattler 2023]. Uma delas é a DLProv
[Pina et al. 2025], um servi¢co compativel com o padrao W3C PROV [Moreau and Groth 2013],
que permite consultas sobre decisdes tomadas durante o treinamento e representa as relacoes
entre artefatos, mesmo em ambientes distribuidos.

No entanto, a captura da proveniéncia por si s6 ndo garante a auditoria e a explica¢ao
de um modelo de AP. E igualmente necessario que os dados brutos e intermedidrios, modelos,
parametros e hiperparametros estejam disponiveis para consulta. Solugdes como a DLProv
armazenam o caminho os dados e modelos utilizados ou produzidos pelo dataflow de treina-
mento estdo armazenados, sem gerenciar seu armazenamento e publicacdo. Atualmente, toda
responsabilidade pelo armazenamento e disponibilizacdo dos dados depende do usudrio que
executa o dataflow de treinamento. Ainda, mesmo em relacdo aos dados de proveniéncia cap-
turados pela DLProv, o acesso também depende de autorizacdo para submissao de consultas
no banco de dados de proveniéncia. Por outro lado, repositérios de dados publicos como o
Dataverse [Crosas 2011] permitem a publicacdo de dados e metadados de pesquisa estruturados
em comunidades hierarquicas chamadas dataverses. O Dataverse oferece API REST, suporte a
ontologias e atribuicdo de DOI aos conjuntos de dados. Tais funcionalidades se mostram com-
plementares a solu¢des como a DLP rov, no entanto, ndo encontramos na literatura abordagens
que integram grafos de proveniéncia com repositorios FAIR.

Este artigo propde integrar os dados de proveniéncia capturados pela DLProv a capa-
cidade de armazenamento e publicacao de dados do Dataverse, com o objetivo de fomentar a
reprodutibilidade. A proposta visa a publica¢do de modelos, dados e metadados de proveniéncia
de dataflows de AP em conformidade com os principios FAIR. Nessa proposta, a DLProv moni-
tora a execucdo do dataflow de AP e, a cada transformacgado executada, os dados e metadados no
padrao PROV sdo automaticamente enviados a um dataverse. A publicagdo dos dados de pro-
veniéncia no padrao W3C PROV auxilia a interoperabilidade com outras ferramentas de anélise,
a visualizacdo gréfica dos dataflows e a verificagao de sua reprodutibilidade. A abordagem foi
avaliada com a execucdo de um dataflows de treinamento de uma Rede Neural Convolucional
utilizando a arquitetura AlexNet e o dataset Oxford Flowers [Nilsback and Zisserman 2006].
Os resultados evidenciaram a viabilidade e potencial da integracdo proposta.
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2. Referencial Teorico

DLProv [Pina et al. 2025]. E uma ferramenta que oferece rastreabilidade em dataflows
de treinamento de AP tratando dados de proveniéncia como prioridade. DLProv oferece
servicos de proveniéncia para capturar e exportar proveniéncia prospectiva (p-prov) e pro-
veniéncia retrospectiva (r-prov) de forma independente de framework de AP, por meio de
instrumentagdo de scripts. A DLProv adota um modelo de dados que segue o padrao W3C
PROV [Moreau and Groth 2013], € extensivel, e representa de forma explicita as diferentes eta-
pas dos dataflows de treinamento de AP, e.g., a divisdo de conjuntos de dados, o treinamento
dos modelos de AP e sua avaliacdo, bem como os relacionamentos existentes entre essas etapas.
Durante o treinamento de modelos de AP, os dados de proveniéncia sao persistidos em um banco
de dados, podendo ser consultados em tempo real. Ao final do treinamento, a DLProv permite
a geracdo de documentos de proveni€ncia com base nos dados capturados e persistidos. Esses
documentos, que podem ser gerados em formatos como JSON e PROV-N, incluem entidades,
atividades e agentes, que representam dados, transformagdes realizadas durante a execucao do
dataflow, e os atores responsaveis por essas transformagdes. Uma vez gerados, os documentos
de proveniéncia podem ser armazenados em bancos de dados de grafos (e.g., Neo4J). Com isso,
usudrios podem realizar andlises que exploram o caminho de derivacdo de dados em dataflows
de treinamento de AP, identificam dependéncias entre etapas, rastreiam a origem de resultados e
associam esses resultados a pré-processamentos especificos ou variacdes nos hiperparametros,
facilitando a reprodutibilidade e o refinamento dos experimentos.

Dataverse [Crosas 2011]. E uma plataforma de repositério digital de dados de pesquisa de-
senvolvida por Harvard e que tem como objetivo oferecer uma infraestrutura escaldvel e in-
teroperavel para o armazenamento, publicacdo e citacdo de dados cientificos, alinhado com
os principios FAIR. O diferencial do Dataverse é sua estrutura hierdrquica e modular. Toda
organizacao dentro do repositorio se encontra em torno do conceito de comunidade (dataverse),
que funciona como um conté€iner de dados e metadados. Dentro de cada comunidade, € possivel
criar novas comunidades, criando uma hierarquia. Além de novas comunidades, o usudrio pode
ciar conjuntos de dados (datasets), que de fato armazenam os dados cientificos. Essa estrutura
facilita a administracdo do repositorio, pois permite que diferentes comunidades possam ter di-
ferentes permissoes de acesso, publicacdo e colaboracdo. Uma das grandes vantagens do uso do
Dataverse € que ele atribui automaticamente identificadores persistentes (DOI) a cada conjunto
de dados publicado no repositério. Além disso, cada conjunto de dados pode ser versionado. O
Dataverse oferece também apoio a um grande conjunto de metadados para descrever os conjun-
tos de dados, com campos especificos para diferentes dominios como Astronomia e Biologia.
Esses metadados sdo compativeis com padroes como Dublin Core, etc, o que viabilizam a in-
teroperabilidade com catdlogos e servicos externos. A plataforma também disponibiliza uma
API RESTful que permite que sejam realizados uploads, atualizagdes, consultas a metadados e
publicacdo de conjuntos de dados, tudo via script.

3. Trabalhos Relacionados

Para enfrentar os desafios impostos pela Ciéncia Aberta no contexto do AP,
[Dalgali and Crowston 2019] apresentam um estudo que busca compreender os motivos,
formas e perfis dos agentes que compartilham (ou deixam de compartilhar) modelos de
AP com vistas ao retso. Os autores identificam que a motivagdo mais recorrente para o
compartilhamento estd associada a promog¢do da colabora¢do no desenvolvimento de novos
modelos. No mesmo contexto, [Li et al. 2022] discutem cendrios em que o compartilha-
mento dos dados ndo € vidvel, e propdem uma estratégia denominada MSS, que permite a
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disseminacdo dos modelos treinados juntamente com metadados descritivos sobre os dados
utilizados no treinamento. Dessa forma, mesmo sem acesso direto aos dados originais,
outros pesquisadores podem compreender, adaptar e aprimorar os modelos compartilhados.
Complementarmente, [Flemisch et al. 2024] discutem um conjunto abrangente de desafios
relacionados a implementacdo da Ciéncia Aberta e destacam o uso do Dataverse como uma
alternativa promissora para o compartilhamento escaldvel de dados cientificos, em consonancia
com os principios FAIR.

[Schackart III et al. 2024] abordam os desafios de Ciéncia Aberta para AP para dados
bioldgicos. No trabalho, os autores apresentam um estudo sobre um inventario de fontes de
dados bioldgicos da literatura cientifica. O trabalho objetiva a reprodutibilidade e a classifica
em trés niveis relacionados a facilidade de reprodu¢do. Também se observa no trabalho que a
disponibilizacao dos dados é importante para reprodutibilidade porém nao é suficiente e que €
preciso também de padronizacdo de cddigo e automacgdo. [Kocak et al. 2023] realizam uma re-
visdo sistematica de AP para aplicacdes de Radiologia e Medicina Nuclear, utilizando artigos do
PubMed. O trabalho avalia a disponibilidade de dados, modelos, cédigo e software. De modo
geral, foi detectado um esforco ao longo do tempo para disponibilizacio de artefatos produzi-
dos, porém, ainda muito baixo, o que pode inviabilizar a replicagdo de experimentos. H4 uma
grande heterogeneidade nos repositérios, metadados e padroes de dados disponibilizados. Por
isso [Borges et al. 2021] propdem uma plataforma de metabusca seméantica para repositorios de
dados de ciéncia aberta. Essa metabusca envolve multiplos passos: coleta de registros de meta-
dados de multiplos repositdrios, a padronizagdo desses registros em um modelo de metadados
proprio, e a realiza¢do de buscas semanticas utilizando ontologias de dominio para enriquecer
as consultas dos usudrios.

4. Integracao da DLProv com o Dataverse

Com o objetivo de viabilizar a publicacdo de dados, modelos e metadados de proveniéncia
gerados por dataflows de treinamento de modelos de AP, esta se¢do apresenta a proposta de
integracdo entre a ferramenta de captura de dados de proveniéncia DLProv e o Dataverse®. A
principal motivacao dessa integracdo € permitir que, assim que a DLP rov capture informacoes
de proveniéncia durante a execucdo dos dataflows de treinamento de modelos de AP, esses
dados possam ser automaticamente organizados e publicados no Dataverse. Para isso, a abor-
dagem proposta € responsavel por estruturar comunidades e conjuntos de dados na plataforma,
possibilitando que os dados cientificos fiquem disponiveis publicamente, promovendo seu redso
e validacdo por outros usudrios.

A arquitetura da solucdo € apresentada na Figura 1 e se encontra organizada em cinco
camadas: (i) Treinamento; (ii) Dados; (iii) Integracdo; (iv) Andlise; e (v) Publicacdo. E im-
portante ressaltar que as camadas de (1) a (iv) j4 existem na DLP rov original, com excecao do
componente Eavesdrop. A execugdo se inicia na Camada de Treinamento, onde o dataflow de
treinamento do modelo de AP € iniciado com a definicdo da arquitetura da rede neural e de seus
hiperparametros pelo usudrio. Durante o treinamento, os dados brutos, os pesos e 0os modelos
sdo processados por uma Biblioteca de Treinamento e identificados em tempo real pelo Captu-
rador de Proveniéncia. Esses dados seguem para a Camada de Dados, onde sao armazenados
em um sistema de arquivos e seus metadados organizados por um Banco de Proveniéncia. A
Camada de Integracdo € responsavel por processar a proveniéncia do pré-processamento (caso
o usudrio importe dados de proveniéncia capturados em ferramentas externas) e integra-la com

https://github.com/UFFeScience/dlprov_dataverse

76



Proceedings of the XIX Brazilian e-Science Workshop (BreSci) October 2025 — Fortaleza, CE, Brazil

a proveniéncia do treinamento do modelo de AP persistida no Banco de Proveniéncia por meio
de um Mapeador de Proveniéncia. Em seguida, a Camada de Andlise permite ao usudrio gerar
os documentos de proveniéncia através do Exportador de Proveniéncia além de visualizar os
grafos de proveniéncia gerados, por meio de um Visualizador de Proveniéncia.
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Arquitetura da Rede Neural + Hiperparametros

Camada de
Dados

Camada de
Treinamento

Dados Brutos +
Modelos
Sistema de Arquivos

Dados de
Dominio

P-Prov + r-prov.

.

Camada de
Integragao

fo de proveniéncia interativo

Camada de
p-prov4r-prov “Anélise

Visualizador de
Proveniéncia

grafo de proveniéncia
p-provAr-prav

Exportador de

p-prov Praveniéncia

+1-pron

Mepeador de

P-prov + -prov Proveniéncia

Dados Brutos +
Modelos
+PROV

Modelos Prov + 1-pi

Dataverse
DLProv

- FIFO—

Balanceador de Carga

Dataverse
Dataflow k

* | Dataverse
1 Dataflow 1
Dados Brutos + Madelos + PROV

Camada de Dados Dataverse

Metadados Dados Indexados

______________________________________________________________

Figura 1. A arquitetura proposta para a integracao da DLProv com o Dataverse

O Eavesdrop, principal contribuicao deste artigo, é responsavel por interceptar quando
novos metadados de proveniéncia sdo capturados e armazenados no Banco de Proveniéncia,
atuando como um frigger no banco de dados. A partir dessas informacdes, o Eavesdrop envia
os dados e metadados para a Camada de Publicagdo, representada pelo Dataverse. O Eaves-
drop envolve uma sequéncia estruturada de atividades: (i) consulta o Banco de Proveniéncia
para gerar um documento compativel com o W3C PROV, contendo os metadados referentes
ao dataflow de treinamento do modelo (incluindo as etapas de pré-processamento, quando es-
pecificadas); (ii) com base nos metadados de proveniéncia, identifica os arquivos consumidos
e produzidos durante a execucdo do dataflow, acessando-os diretamente no sistema de arqui-
vos local; (iii) os arquivos identificados, juntamente com seus metadados, sdo organizados e
carregados em uma comunidade no Dataverse.

Para essa operagdo, assume-se que um usudrio esteja registrado no Dataverse para a
DLProv. A estrutura de organizacdo dos dados no repositorio é definida da seguinte forma:
para cada dataflow distinto de treinamento, é criada uma nova comunidade no Dataverse. Den-
tro dessa comunidade, € criada uma subcomunidade para cada execucdo do dataflow, para re-
presentar diferentes execugdes do mesmo dataflow com variagdes em parametros. Em cada
subcomunidade, € criado um conjunto de dados, no qual os arquivos sdo organizados em pastas
distintas, conforme a Figura 2, classificadas em: dados de entrada (D), modelos treinados (M),
pesos (W), e documento de proveniéncia (P). Uma vez publicados, tanto o conjunto de dados
quanto os arquivos individuais recebem identificadores persistentes (DOI) e URLs de acesso,
atribuidos pelo proprio Dataverse. Essa funcionalidade viabiliza a rastreabilidade, encontrabi-
lidade e o reuso dos dados por terceiros, em conformidade com os principios FAIR.
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Figura 2. Exemplo de dataset disponibilizado no Dataverse pela DLProv.

5. Avaliacao Experimental

Para avaliar a integracdo entre a DLProv e o Dataverse, executamos um dataflow para treina-
mento de uma CNN com a AlexNet [Krizhevsky et al. 2012], aplicada ao reconhecimento de
imagens. Utilizamos dados do Oxford Flowers [Nilsback and Zisserman 2006], para imagens
com 17 categorias de flores. Os experimentos foram executados no Apple M2 Pro, com 16GB
de RAM e macOS 15.5. A sobrecarga computacional da DLProv para a captura dos dados de
proveniéncia durante o treinamento foi avaliada em [Pina et al. 2025, Pina et al. 2024]. Assim,
neste artigo, tomamos como baseline o tempo total de execu¢do do dataflow de treinamento
com a captura de proveniéncia ativada. A partir disso, o experimento avalia a sobrecarga im-
posta pelas etapas de preparacio e publicacdo dos dados de proveniéncia, dados de entrada,
pesos e modelos treinados na comunidade Dataverse. Além da andlise de desempenho, o expe-
rimento avalia qualitativamente a integracdo entre a DLProv e o Dataverse. Buscou-se mostrar
como os artefatos gerados durante a execucao do dataflow podem ser organizados de maneira
estruturada, versionados automaticamente e compartilhados de forma transparente.

A Figura 3 apresenta o tempo de execugao (em segundos), o desvio padrao da execugao
dos dataflows sem e com a publicacdo de dados, modelos e proveniéncia no Dataverse. Es-
ses valores foram obtidos a partir da média de cinco execugdes de treinamento. Os resultados
indicam uma sobrecarga de aproximadamente 41,4% para execucdes com 10 épocas, 16,4%
para 20 épocas e 6,4% para 50 épocas. Esses nimeros revelam um impacto proporcionalmente
maior no tempo total de execucdo em dataflows mais rapidos, sugerindo que o custo relativo da
publicacdo de dados e metadados tende a diluir 2 medida que a duracdo da execug¢dao aumenta.
A sobrecarga mais acentuada observada em execucdes de menor tempo se deve ao tempo ne-
cessario para a ingestdo dos arquivos no Dataverse, especialmente considerando que varios dos
arquivos manipulados apresentam tamanhos entre 500 MB e 1 GB.

Entretanto, essa sobrecarga pode ser mitigada com a paralelizacao do Eavesdrop. Por
exemplo, multiplas threads podem realizar o carregamento dos arquivos concorrentemente.
Além disso, tarefas de publicacdo, como o envio dos dados pré-processados para o Dataverse,
podem ser realizadas em paralelo com o treinamento do modelo de AP, o que contribuiria para
reduzir o tempo total da execug@o. Cabe ressaltar que muitos treinamentos, especialmente aque-
les com modelos mais complexos, demandam varias horas ou mesmo dias para finalizar. Nesses
casos, a sobrecarga da publicacdo dos artefatos cientificos torna-se relativamente menor frente
ao tempo total do treinamento, reforcando a viabilidade pratica da abordagem proposta.
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Figura 3. Tempo médio de execucgao entre Baseline e DLProv + Dataverse.

Para a avaliacdo qualitativa, a Figura 2 apresenta um exemplo de dataset denominado
alexnet-dverse—-2025-07-08_16:34:45, criado durante a execucdo do dataflow de
treinamento da AlexNet. Esse dataset foi armazenado em uma comunidade especifica para
essa execucgdo criada sob a comunidade raiz da DLProv, obedecendo a estrutura hierdrquica
descrita na Secdo 4. Os arquivos com artefatos gerados na execugdo estdo em quatro pas-
tas: data com os dados brutos de entrada (raw_images.npy), models com o modelo trei-
nado (trained. keras), weights com os pesos do modelo e preprocessed_data com os con-
juntos de dados das fases de treinamento, validacdo e teste (x_train.npy, x_val.npy e
x_test.npy). Os documentos de proveniéncia apontam para os artefatos e ficam no diretorio
denominado provenance, em multiplos formatos complementares (JSON e PROVN) para aten-
der diferentes necessidades de interpretacdo e retiso. Essa organizagao reflete o compromisso
com a preservagao e acessibilidade dos artefatos, promovendo ndo apenas a persisténcia dos
dados utilizados e gerados, mas também a auditoria de cada execugdo do dataflow. A criagdo
automadtica de um dataset distinto para cada execucdo possibilita o isolamento, versionamento
e compartilhamento individualizado dos resultados, promovendo maior transparéncia, auditoria
e organizacdo ao longo do ciclo de vida dos experimentos.

6. Conclusao

Este artigo apresentou uma abordagem para a publicacdo de dados, modelos e dados de pro-
veniéncia oriundos de dataflows de treinamento de modelos de AP, a partir da integracao da
DLProv com o Dataverse. O objetivo principal foi permitir que modelos, dados e metadados de
proveniéncia oriundos de dataflows de AP pudessem ser compartilhados em conformidade com
os principios FAIR, de forma automatizada. A arquitetura desenvolvida introduziu o compo-
nente Eavesdrop, responsavel por monitorar em tempo real a geracao de dados de proveniéncia,
estrutura-los segundo o padrao W3C PROV, identificar os artefatos produzidos e publicd-los
no Dataverse. Essa integracdo permite a organizagdo hierarquica dos dados, o versionamento
das execugdes e a atribui¢ao de identificadores persistentes, promovendo a rastreabilidade e o
retiso. A avaliacdo experimental, realizada com o treinamento da AlexNet, mostrou a viabili-
dade da proposta. A avaliacdo quantitativa mostrou que a sobrecarga introduzida pelo processo
de publicacdo tende a se diluir em dataflows mais longos, o que reforca a adequagado da aborda-
gem em cendrios reais. A avaliacdo qualitativa evidenciou a capacidade da proposta de estru-
turar, versionar e tornar acessiveis os artefatos cientificos de forma compativel com praticas de
governanga de dados. Como trabalhos futuros, pretende-se ampliar os experimentos com volu-
mes maiores de dados, de modo a avaliar a escalabilidade da abordagem, bem como incorporar
estratégias de paralelizacao no carregamento e publica¢do dos dados, modelos e proveniéncia.
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