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Abstract. The popularity of microservices architecture has been increasing considerably because of its capacity to alleviate monolithic architecture issues. Nonetheless, the migration of monolith systems to microservices is a complex task. This work aims to analyze and characterize the state of the art on migrating monolithic applications towards microservices (semi-) automatically using Artificial Intelligence (AI) techniques by applying a systematic mapping methodology. Results showed that clustering is the preferred IA technique to decompose a monolith, cited by 63% out of the 22 reviewed studies. Moreover, the most prevailing input type used in migration techniques was source code (36.4%).

1. Introduction

The monolithic architecture is based on the integral encapsulation of the functionalities of a single application executed by a single process [Koschel et al. 2017]. This has been the most predominant architecture in the scope of software development due to the fact a monolithic application is easy to implement and deploy [Koschel et al. 2017]. Nonetheless, the problems of monolithic architecture appear as the application increases its size [Fritzsch et al. 2019b, Koschel et al. 2017], causing high code coupling, difficulties in comprehending code, arduous maintenance, slow compilation process, and increased communication effort among project’s stakeholders [Li et al. 2019]. Therefore, the microservice architecture was designed to provide solutions for the drawbacks of monolithic architecture. The main components of such an architecture are the microservices, which are defined by several authors as small, independent, and autonomous services that are capable of efficiently performing a clearly defined task [Fowler and Lewis 2014, Newman 2015]. In this context, applications built according to microservice architecture have several advantageous aspects, mainly module-level scalability, faster delivery, and maintenance [Jamshidi et al. 2018]. This is why several companies, such as Netflix, SoundCloud, and Amazon, have chosen to migrate from monolithic architecture to microservice architecture [Li et al. 2019]. However, migration from monolithic to microservices architectures fails to be classified as a simple process, since it involves complex issues that require strategies to be solved [Balalaie et al. 2015, Christoforou et al. 2017].
This work aims to characterize the migration of monolithic systems to microservices using Artificial Intelligence (AI) techniques based on the state of the art. The information for carrying out this work was acquired through a systematic mapping study: we selected 22 studies from an initial set of 855 papers to answer questions that analyze the identification of microservices techniques. The main results of this work are:

- Migration of monolithic systems to microservices is complex and techniques to achieve migration are varied in terms of supported programming languages, types of input, and granularity;
- Clustering is the most addressed AI technique in the literature to migrate monolithic applications towards microservices.

The remainder of the article is organized as follows. Section 2 describes related work. In Section 3, the research method is presented. In Section 4, the results are presented based on the research questions. Section 5 discusses the findings of this study. Threats to Validity are described in Section 6. Finally, Section 7 concludes the article with remarks and future work.

2. Related Work

The migration of monolith applications to microservices has been reviewed from different perspectives. Most of the studies have focused on migration techniques or activities and factors that motivate migrating toward a microservice architecture. From the perspective of the migration process, Fritzsch et al. [Fritzsch et al. 2019b] address monolith’s dissociation, which consists of fragmenting the monolithic application into small services. This is a substantial and high-level task in terms of complexity, which is the reason why it can be considered the most important task for migration. Thus, the authors perform a systematic literature review in order to collect techniques available in the literature to identify microservices, in which ten main techniques were found. Similarly, Ponce et al. [Ponce et al. 2019] reached a classification of migration approaches through a rapid review: model-driven, static and dynamic analysis of code.

In the same direction, Fritzsch et al. [Fritzsch et al. 2019a] investigate the migration process adopted in the industry, outlining the lack of a semi-automated process to support migration. Therefore, companies rely on non-systematic approaches or manual functional decomposition approaches to perform migration. For this reason, Lapuz et al. [Lapuz et al. 2021] gather from the literature dynamic data collection tools that were (or could be) employed to assist in the migration of monolithic applications to microservices through dynamic analysis. Finally, Di Francesco et al. [Di Francesco et al. 2018] focus on the industry as well by conducting an industrial survey that aims to characterize the activities and challenges faced by practitioners when migrating towards microservices.

However, to our knowledge, no work has focused on analyzing and characterizing migration techniques that have used AI techniques to support monolith decomposition. Considering the complexity involved in migrating towards a microservice architecture, the automation of (most of) the migration process would alleviate practitioners in the task of identifying loosely coupled and highly cohesive microservices.

3. Research Method

The purpose of this work is to analyze and characterize the state of the art on migrating monolithic applications towards microservices (semi-) automatically using AI techniques.
To do so, we performed a systematic mapping study. To assist in the execution of the research protocol, the tool StArt\(^1\) was used, which tracks and documents each decision made throughout each phase of the protocol.

The research objective was defined using part of the model GQM (Goal-Question-Metric) [Basili and Weiss 1984]: the objective is to analyze migration from monolithic applications to microservices cases, with the purpose of characterizing, with respect to microservice identification techniques, from the researchers’ point of view, in the context of theoretical and applied research.

With the purpose of complying with the protocol, criteria detailed by PICO (Population, Intervention, Comparison, and Outcome) were determined [Schugerl et al. 2009]. Since this work aims for characterization, only the attributes Population, Intervention, and Outcome were used, thus a PICO extract is shown in Table 1. Therefore, two research questions (Q) were designed as follows:

**RQ1** – Which AI techniques are used to migrate monolithic applications to microservices?

**RQ2** – Which aspects of a monolithic application are processed as inputs by AI models?

<table>
<thead>
<tr>
<th><strong>PICO criteria</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>Microservices, Monolith</td>
</tr>
<tr>
<td>Intervention</td>
<td>Decomposition, Migration, Transformation, Move, Modernization, Refactoring</td>
</tr>
<tr>
<td>Comparison</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Outcome</td>
<td>Process / Technique / Model / Method / Approach / Features / Characteristics</td>
</tr>
</tbody>
</table>

**Table 1. PICO criteria.**

### 3.1. Sources Selection

The selection of the sources used for the execution of this work was made through a series of criteria and guided by the works of Petersen et al. [Petersen et al. 2015] and Kitchenham et al. [Kitchenham and Brereton 2013]. The criteria set out to select database and index systems were a) being a relevant scientific database in software engineering, and b) content access availability. A total of 855 studies were retrieved between 2015 and 2023 and composed the initial pool. The selected sources were: ACM (23.3%), IEEE Xplore (4.9%), Scopus (11.2%), SpringerLink (55%), and Science Direct (5.6%).

### 3.2. Search Strategy

The search strategy aims to find clauses that meet the main questions suggested in the research. First, the search was automated on the sources already established. For the development of this work, there was no restriction on the publication date of the bibliographic materials analyzed.

The search strategy is divided into the following steps:

(i) Criteria declaration, search clause extraction, and search execution. A total of 855 studies were included;

\(^1\)https://www.lapes.ufscar.br/resources/tools-1/start-1
(ii) Removal of duplicates, in which 764 studies were kept;
(iii) Execution of the first qualitative analysis of the results based on the inclusion and exclusion criteria. As a result, a total of 158 studies were kept;
(iv) Snowballing activity by extracting for each study its relevant references, 7 studies were added;
(v) Conduction of the second qualitative analysis based on the analysis of the results, keeping 163 studies;
(vi) Data extraction to solve the research questions proposed, in which 22 out of 163 studies addressed migration answered the questions by a) presenting a migration technique and the steps needed to perform it, and b) the migration technique is based on an AI algorithm.

3.3. Search Terms

The search terms were gathered according to the following keywords: microservices, microservice, microservice architecture, monolith, monoliths, decomposition, migration, transform and move. These were used in a search string, which is a set of keywords combined with boolean operators that will execute the search.

The search string used to perform this search was:

\[((\text{microservices OR microservice OR "microservice architecture"}) \text{ AND (monolith OR monoliths)) AND (decomposition OR migration OR transform OR move OR legacy OR modernization OR refactoring)})\]

Since the exclusion criteria define that only studies in English are accepted, the terms used were written in English only. To provide the best result possible, two logical tests were applied to the string. In addition, metadata specification could have been applied. However, since the vocabulary is very particular to the Computer Science subject, it was disregarded to define it as the subject of the search.

3.4. Study Selection Criteria

For the selection of the bibliography resulting from the search, a series of inclusion and exclusion criteria were defined. It is important to note that there was no restriction on the search time. The inclusion and exclusion criteria adopted in this review are described below.

Inclusion criteria

- IC01: Study analyses the migration of monolithic systems to microservices
- IC02: Study presents an AI technique to identify microservices.

Exclusion criteria

- EC01: Duplicated study.
- EC02: Study is not written in English.
- EC03: Study published only as abstracts or prefaces of journals and events.
- EC04: Study is not available for download.
- EC05: Study is not peer-reviewed.
- EC06: Study is not related to the migration of monolithic systems to microservices.
3.5. Studies Selection Procedure

Titles and abstracts of the retrieved studies were analyzed to verify whether they are suitable for this work. From the analysis performed, it was possible to classify the studies with the assistance of the StArt tool as accepted, rejected, or duplicated. It was found 158 (18%) accepted, 606 (71%) rejected, and 91 (11%) duplicates.

Afterward, full texts of accepted studies were read to find answers to the questions made in the research protocol. It is important to notice that all accepted studies conform to the inclusion criteria and contribute to answering the questions.

4. Results

Migration techniques classification schema

In order to evaluate the works reviewed and make a comparative description among them, we have identified common criteria regarding relevant issues in the field of monolith to microservices migration:

- AI technique. This feature represents the AI technique used to decompose a monolith.
- Language support. This criterion deals with the monolith programming language that is supported by each migration technique.
- Input type. This feature evaluates which aspects of a monolithic application are required to perform migration, such as source code, log traces, and requirements, among others.
- Granularity. This criterion evaluates the unit of analysis used by each technique to approach migration, attempting to discover the quality of each decomposition obtained in terms of granularity.

A total of 22 studies were reviewed and characterized according to the aforementioned criteria as described in Table 2.

<table>
<thead>
<tr>
<th>Study</th>
<th>AI technique</th>
<th>Input type</th>
<th>Language support</th>
<th>Granularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Al-Debagy and Martinek 2019]</td>
<td>Clustering</td>
<td>Word Embeddings</td>
<td>Documentation based (O)</td>
<td>Agnostic API</td>
</tr>
<tr>
<td>[Baresi et al. 2017]</td>
<td>Clustering</td>
<td></td>
<td>Documentation based (O)</td>
<td>Agnostic API</td>
</tr>
<tr>
<td>[Kamimura et al. 2018]</td>
<td>Clustering</td>
<td></td>
<td>Static</td>
<td>Java Cobol</td>
</tr>
<tr>
<td>[Nunes et al. 2019]</td>
<td>Clustering</td>
<td></td>
<td>Static</td>
<td>Java</td>
</tr>
<tr>
<td>[Pigazzini et al. 2019]</td>
<td>Topic Detection</td>
<td></td>
<td>Static</td>
<td>Java</td>
</tr>
<tr>
<td>[Sellami et al. 2022]</td>
<td>Clustering</td>
<td></td>
<td>Static</td>
<td>Agnostic (Java)</td>
</tr>
<tr>
<td>[Trabelsi et al. 2022]</td>
<td>Clustering</td>
<td></td>
<td>Static</td>
<td>Agnostic (Java)</td>
</tr>
</tbody>
</table>
### Table 2. Migration techniques (continued).

<table>
<thead>
<tr>
<th>Study</th>
<th>AI technique</th>
<th>Input type</th>
<th>Language support</th>
<th>Granularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Nitin et al. 2022]</td>
<td>Label propagation</td>
<td>Static</td>
<td>Java</td>
<td>Class</td>
</tr>
<tr>
<td>[Brito et al. 2021]</td>
<td>Clustering Topic Detection</td>
<td>Static</td>
<td>Agnostic (Java)</td>
<td>Class</td>
</tr>
<tr>
<td>[Mathai et al. 2022]</td>
<td>Graph Neural Network</td>
<td>Static</td>
<td>Agnostic (Java)</td>
<td>Class</td>
</tr>
<tr>
<td>[Li et al. 2022]</td>
<td>Clustering</td>
<td>Documentation based (O) Dynamic Static</td>
<td>Agnostic (Java)</td>
<td>Method</td>
</tr>
<tr>
<td>[Kalia et al. 2021]</td>
<td>Clustering</td>
<td>Dynamic</td>
<td>Java</td>
<td>Class</td>
</tr>
<tr>
<td>[Liu et al. 2022]</td>
<td>Genetic algorithm</td>
<td>Dynamic</td>
<td>Agnostic (Java)</td>
<td>Class</td>
</tr>
<tr>
<td>[Jin et al. 2021]</td>
<td>Genetic algorithm</td>
<td>Dynamic</td>
<td>Agnostic (Java)</td>
<td>Class</td>
</tr>
<tr>
<td>[Bajaj et al. 2020]</td>
<td>Clustering</td>
<td>Dynamic</td>
<td>Agnostic</td>
<td>URI</td>
</tr>
<tr>
<td>[Eski and Buzluca 2018]</td>
<td>Clustering</td>
<td>Source control based Static</td>
<td>Agnostic</td>
<td>Class</td>
</tr>
<tr>
<td>[Mazlami et al. 2017]</td>
<td>Clustering</td>
<td>Source control based Static</td>
<td>Agnostic</td>
<td>Class</td>
</tr>
<tr>
<td>[Ren et al. 2018]</td>
<td>Clustering</td>
<td>Dynamic Static</td>
<td>Agnostic (Java)</td>
<td>Method</td>
</tr>
<tr>
<td>[Cao and Zhang 2022]</td>
<td>Clustering</td>
<td>Dynamic Static</td>
<td>Agnostic (Java)</td>
<td>Method</td>
</tr>
<tr>
<td>[Matias et al. 2020]</td>
<td>Clustering</td>
<td>Data based Dynamic Static</td>
<td>Python</td>
<td>Class</td>
</tr>
<tr>
<td>[De Alwis et al. 2018]</td>
<td>Clustering</td>
<td>Data based Dynamic Static</td>
<td>PHP</td>
<td>Class</td>
</tr>
</tbody>
</table>

### Research questions results

In order to answer RQ1 and RQ2, we have analyzed the criteria as mentioned above independently as described below.

**By AI technique** Among the AI-based techniques, a wide variety of algorithms have been employed to migrate towards microservices (Table 3). Nevertheless, clustering has been the most popular AI technique (63%) to identify microservices. Yet, varying clus-
tering algorithms have been proposed for the decomposition problem, which is described below according to the classification presented by Xu et al. [Xu and Tian 2015]:

- Affinity propagation-based: Affinity Propagation [Al-Debagy and Martinek 2019]
- Density-based: ε-DBSCAN [Sellami et al. 2022]
- Graph theory-based: heuristics based [De Alwis et al. 2018] and MST-based [Mazlami et al. 2017]
- Unclassified: [Nunes et al. 2019, Baresi et al. 2017]

Considering unsupervised techniques, the NSGA-II genetic algorithm is employed by the two studies in the category [Liu et al. 2022, Jin et al. 2021], while topic detection algorithms such as LDA [Pigazzini et al. 2019, Brito et al. 2021] or SLDA [Pigazzini et al. 2019] are used to group lexical and structural information from the monolith. The Word Embeddings models chosen in the reviewed studies are Word2Vec [Al-Debagy and Martinek 2019, Trabelsi et al. 2022], FastText [Al-Debagy and Martinek 2019] and CodeBERT [Trabelsi et al. 2022]

<table>
<thead>
<tr>
<th>AI Technique</th>
<th>Algorithm</th>
<th>Studies</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsupervised</td>
<td>Genetic algorithms</td>
<td>[Liu et al. 2022, Jin et al. 2021]</td>
<td>7.4%</td>
</tr>
<tr>
<td>Unsupervised</td>
<td>Topic detection</td>
<td>[Brito et al. 2021, Pigazzini et al. 2019]</td>
<td>7.4%</td>
</tr>
<tr>
<td>Unsupervised</td>
<td>Graph Neural Network</td>
<td>[Mathai et al. 2022]</td>
<td>3.7%</td>
</tr>
<tr>
<td>Self-supervised</td>
<td>Word Embeddings</td>
<td>[Al-Debagy and Martinek 2019, Trabelsi et al. 2022]</td>
<td>7.4%</td>
</tr>
<tr>
<td>Semi-supervised</td>
<td>Label propagation</td>
<td>[Nitin et al. 2022, Gysel et al. 2016]</td>
<td>7.4%</td>
</tr>
<tr>
<td>Supervised</td>
<td>SVM</td>
<td>[Trabelsi et al. 2022]</td>
<td>3.7%</td>
</tr>
</tbody>
</table>

Table 3. AI technique classification of AI-based migration techniques.
By input type All migration techniques need one or more aspects of a monolithic application to obtain microservices candidates. Nonetheless, the reviewed studies have used as input different outputs of a software development cycle. Consequently, a characterization of input types is proposed in Table 4.

<table>
<thead>
<tr>
<th>Input type</th>
<th>Development phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentation based (A&amp;D)</td>
<td>Analysis &amp; Design</td>
</tr>
<tr>
<td>Data based, Static</td>
<td>Implementation</td>
</tr>
<tr>
<td>Documentation based (O), Dynamic, Source control based</td>
<td>Operation</td>
</tr>
</tbody>
</table>

Table 4. Input type classification.

In the Analysis and Design (A&D) phases of an application, documentation is the principal output. However, several types of documentation might be used to migrate a monolithic application towards microservices, namely use cases [Gysel et al. 2016], design documents [Li et al. 2022, Gysel et al. 2016], and Entity-Relationship design models [Li et al. 2022, Gysel et al. 2016]. During the Implementation phase, source code (referred to in this study as Static) is developed and databases and tables (referred to in this study as Data based) are created and set up.

Finally, in the Operation (O) phase, the monolith application is deployed and running. In this phase, operation documentation such as OpenAPI specifications [Al-Debagy and Martinek 2019, Baresi et al. 2017] and hardware resource dependencies [Li et al. 2022] might be required as input to perform the migration. On the other hand, a dynamic aspect of a running monolith might be represented as log traces [Kalia et al. 2021, Liu et al. 2022, Jin et al. 2021, Ren et al. 2018, Cao and Zhang 2022, Matias et al. 2020, De Alwis et al. 2018], hardware utilization metrics [Li et al. 2022] or web access logs [Bajaj et al. 2020]. Source control-based inputs include repositories and Git history of commits.

As described in Table 5, in the reviewed studies the static aspect of a monolithic application is preferred when performing migration, followed by the dynamic aspect. To use source code as input to a migration technique is required to have access to those files. Therefore, when source code is not available, other migration techniques rely on the dynamic facet of an application, which corresponds to outputs generated when the application is up and running.

To rely on the static or dynamic aspect of a monolith application only has advantages and disadvantages. On the one hand, there are tools to support the static analysis of a monolith through source code. On the other, analyzing a monolith dynamically allows the identification of dead code and cyclic dependencies, which could affect the performance of the proposed microservices architecture. Nonetheless, the static facet of an application may not be sufficient to understand the true nature of dependencies in runtime. Conversely, to analyze the dynamic aspect of an application a complete runtime log traces from each operation performed by a user is needed, which generally conforms to the application test suite. In this case, high test coverage is fundamental to encompass most functionalities.

Due to the aforementioned impediments of focusing on a single aspect of an application to perform migration, 45.4% of the studies propose a multi-facet analysis in which
the static aspect is always included. The most prevalent aspect to supplement the static aspect is source control: by analysing code repositories and change history it is allowed to identify code partitions that change together in time. However, it is important to note that source control on its own has not been used as input to obtain microservices candidates.

Other studies incorporated documentation into the analysis to reflect the true purpose of an application, which may diverge during the Implementation and Operation development phases. No studies include data as the only input to guide migration.

<table>
<thead>
<tr>
<th>Input type</th>
<th>Studies</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data based + Dynamic + Static</td>
<td>[De Alwis et al. 2018, Matias et al. 2020]</td>
<td>9.1%</td>
</tr>
<tr>
<td>Documentation based (O)</td>
<td>[Al-Debagy and Martinek 2019, Baresi et al. 2017]</td>
<td>9.1%</td>
</tr>
<tr>
<td>Dynamic + Static</td>
<td>[Cao and Zhang 2022, Ren et al. 2018]</td>
<td>9.1%</td>
</tr>
<tr>
<td>Source control based + Static</td>
<td>[Eski and Buzluca 2018, Mazlami et al. 2017]</td>
<td>9.1%</td>
</tr>
<tr>
<td>Documentation (A&amp;D) + Dynamic + Static</td>
<td>[Li et al. 2022]</td>
<td>4.5%</td>
</tr>
<tr>
<td>Documentation based (A&amp;D)</td>
<td>[Gysel et al. 2016]</td>
<td>4.5%</td>
</tr>
</tbody>
</table>

Table 5. Input type classification of migration techniques.

By language support Although the majority of the reviewed techniques are designed to support a monolith developed in any programming language (65.2%), a subset of them (53.3%) currently support Java monoliths due to the fact those techniques rely on tools that are only available for the Java language, for instance Wala [Ren et al. 2018] and Java Call Graph [Cao and Zhang 2022].

21.7% of the studies migrate Java monoliths to microservices, thus becoming Java the most popular monolith language to develop migration techniques. However, varied frameworks technologies are supported apart from Vanilla Java [Pigazzini et al. 2019]: Spring Framework [Kamimura et al. 2018], Java EE [Nitin et al. 2022, Kalia et al. 2021] and Fenix Framework used in conjunction with Spring Framework [Nunes et al. 2019].

By granularity When obtaining microservices candidates, each technique suggests migrating different types of elements to compose a microservice. Granularity denotes the unit of the element to be migrated, and the reviewed studies propose varying levels as described in Table 6.
Similarly to the aforementioned classification criteria, migration techniques consider levels of granularity that correspond to different phases in the software development lifecycle. During the Analysis & Design phase no code is available. In this phase, Nanoentities [Gysel et al. 2016] are proposed as migration elements that encode not only functionality but also data and its stores.

However, the vast majority of migration elements correspond to components that are available in the Implementation phase (81.7%): classes and methods. Choosing method level granularity when migrating towards microservices implies that methods of different or the same classes will compose a microservice. In the same fashion, class granularity involves moving whole classes to a microservice candidate.

While method granularity might be the most accurate unit of migration to choose in order to obtain cohesive and low coupled microservices, adjustments and merging needed to perform due to incorporating methods from different classes may take much effort considering the few tools available to semi-automatically support the process. On the contrary, the task of processing and analyzing classes might be alleviated thanks to tools available to perform, for example, call graph generation. This may explain why class granularity is the most chosen among migration techniques.

The second minority of studies (13.7%) has focused on elements made available during the Operation development phase. Those elements include URIs and APIs, which generally convey user-relevant functionality.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Granularity level</th>
<th>Associated development phase</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Gysel et al. 2016]</td>
<td>Nanoentity</td>
<td>Analysis &amp; Design</td>
<td>4.6%</td>
</tr>
<tr>
<td>[Bajaj et al. 2020] [Al-Debagy and Martinek 2019, Baresi et al. 2017]</td>
<td>URI API</td>
<td>Operation</td>
<td>4.6% 9.1%</td>
</tr>
</tbody>
</table>

Table 6. Granularity classification.

5. Discussion
This work aims to characterize the migration of monolithic systems to microservices by analyzing the identification of microservices techniques that are supported by AI models. Similarly to [Fritzsch et al. 2019b], we present a characterization of techniques that have been addressed in the literature. However, instead of proposing a technique classification
that considers which aspects of a monolith may aid in the migration (static code, metadata, workload data, and runtime environment), we also defined language support and granularity criteria to decompose a monolith to provide for finer-granularity analysis.

Results show that techniques proposed in the literature are varied and have trade-offs in terms of technological limitations or the need for manual intervention in the process. In effect, to uniformly assess the quality of a monolith decomposition, each technique would require the usage of an industrial and/or academic accepted metric against which decompositions could be evaluated. In the field of monolith to microservices migration, little consensus has been identified concerning how to evaluate a candidate microservices decomposition: whether decomposition should be evaluated against cohesion and coupling metrics only or include performance or even organizational metrics depends on the study focus. For this reason, it is difficult to assess if different AI algorithms perform better in terms of cohesion, coupling, performance, or organizational improvements.

Unsupervised techniques have been widely adopted to address monolith to microservices migration (81.5%) and in particular clustering algorithms that rely on a graph representation of the monolithic application are the most used in the literature, perhaps due to being a natural representation of the underlying software structure. While Natural Language Processing (NLP) algorithms have not been as widely researched as clustering algorithms, the exploration of the ability of Large Language Models (LLM) to identify cohesive and loosely coupled microservices based on the underlying domain knowledge represented by classes and methods could be addressed without prior input preparation by prompting source code directly to a code-specific LLM such as Code Llama. In this sense, this type of LLM would remove the need to focus on a specific programming language, as these models support a wide range of programming languages out of the box. Moreover, monolith knowledge coming from design documents or operational logs could be wired into these models by incorporating Retrieval Augmented Generation. Nonetheless, practitioners should consider the costs associated with running LLM locally, both due to licenses or appropriate hardware acquisition, as well as LLM challenges such as bias, information hallucinations, and explainability, among others [Zhao et al. 2023].

In line with the variety of metrics used to evaluate the performance of AI algorithms for the monolith decomposition task, and related to the lack of practical systems for benchmarking microservice-based architectures reported in [Di Francesco et al. 2019], the scarcity of a variety of open source projects in terms of size and complexity to validate results should be considered by researchers who want to propose new approaches to migrate monolithic systems to microservices. In this sense, the incorporation of synthetic projects created by LLM could also alleviate the task of evaluating migration techniques on monolithic applications of different sizes and domains.

6. Threats to Validity
We have considered the most common threats to validity of systematic literature reviews in Software Engineering reported in [Zhou et al. 2016] to account for how we mitigated them.

Construct validity To mitigate the threat of using inappropriate or incomplete search terms in the automatic search, we have tested our search string before executing the research protocol to ensure results were relevant. Moreover, we have included multiple databases and the StArt tool, which executes queries on the different sources to reduce
subjective errors during the search phase and ensure replicability. We have also complemented our search results by including the snowballing method.

**Internal validity** To reduce bias in study selection and data extraction, two researchers performed these tasks independently and then cross-analyzed decisions made about each study suitability. Moreover, we have documented each accept/reject decision.

**External validity** To ensure the generalizability of our results, we have automated our search and complemented it with the snowballing method. Moreover, we have included peer-reviewed papers only, and have not restricted the publication date of bibliographic materials analyzed.

**Conclusion validity** To allow for replicable results, we have defined a protocol that was cross-validated by two researchers. Each researcher worked independently and individual findings were discussed and cross-validated.

7. Final Remarks

In this work, an analysis of studies referring to the current state of the art regarding migration from monolithic systems to microservices using AI techniques is presented. In addition, this work proposed a characterization of migration techniques in terms of AI technique, input type, language support, and granularity. Results show that no single technique is completely effective when migrating to microservices: aspects of a monolith to feed into AI models or technologies constraints make it difficult to obtain a general migration process which could be applied to any monolith system regardless of the technologies it was developed with or the domain it is contained. Notwithstanding the wide range of AI-based migration techniques supported, clustering is the preferred one to obtain candidate microservices decompositions, although little consensus is identified in the selected studies considering the inputs required by each technique.

Considering the vast amount of peer-reviewed papers addressing monolithic systems to microservices migration analyzed in this work, as future work we are further advancing our research by incorporating works that include gray literature, such as blogs and websites, among other sources, in order to extend it as a multivocal literature review.
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