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Abstract. The specification and maintenance of high-quality user stories are
critical and challenging activities in agile software development, due to the
dynamic nature of projects, the ambiguity of natural language, and the effort
required for manual evaluations. This study investigates the use of large
language models (LLMs) to assess the quality of user stories in an industrial
software project, using the criteria defined by the INVEST framework. The
performance of three LLM tools is compared with two evaluations conducted
by requirements engineering experts. The results indicate that LLMs have the
potential to support the automated assessment of user stories based on
INVEST.

Keywords: software requirements, quality, NLP4RE, automation, LLM, user
stories, INVEST

Resumo. La especificacion y mantenimiento de historias de usuario de alta
calidad son actividades criticas y desafiantes en el desarrollo de software dagil,
debido a la naturaleza dinamica de los proyectos, la ambigiiedad del lenguaje
natural y el esfuerzo requerido para las evaluaciones manuales. Este estudio
investiga el uso de modelos de lenguaje de gran tamano (LLM) para evaluar
la calidad de historias de usuario en un proyecto de software de industria,
utilizando los criterios del marco INVEST. Se compara el desemperio de tres
herramientas LLM con dos evaluaciones de personas expertas en ingenieria
de requisitos. Los resultados indican que los LLM tienen potencial para
apoyar la evaluacion automatizada de historias basado en INVEST.
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1. Introduccion

La Ingenieria de Software Continua proporciona una perspectiva integral del flujo de
trabajo que vincula la estrategia de negocio, el desarrollo de software y las operaciones,



un enfoque conocido como BizDevOps [Fitzgerald and Stol 2017]. Esta disciplina
abarca elementos clave como la mejora continua, la innovacion, la adopcion de
metodologias agiles en el desarrollo de software y la automatizacion de procesos
[Fitzgerald and Stol 2017; Bosch 2014]. La integracion fluida entre el negocio y el
desarrollo de software es crucial, ya que una gestion eficaz de los requisitos permite la
entrega de productos alineados con las necesidades de las partes interesadas y los
objetivos estratégicos de la organizacion [Bourque and Fairley 2014]. Los enfoques de
automatizacion se han enfocado en las areas de DevOps, pero se requieren esfuerzos en
la automatizacion de procesos que involucren el area Biz [Fitzgerald and Stol 2017]. En
este contexto, el Procesamiento de Lenguaje Natural (NLP) para la Ingenieria de
Requisitos (NLP4RE) ha surgido como un 4rea de investigacion que aplica sus técnicas
NLP para abordar desafios en la ingenieria de requisitos, tales como la generacion,
captura, andlisis, validacion y gestion de requisitos redactados en lenguaje natural
[Marques, Silva, and Bernardino 2024; Belzner, Gabor and Wirsing 2024]. Es necesario
valorar estos enfoques en proyectos reales, para determinar su potencial con el fin de
apoyar este tipo de tareas en la industria.

En enfoques égiles como Scrum, los requisitos suelen expresarse mediante
historias de usuario organizadas en la pila de producto, las cuales se refinan y priorizan
para facilitar eventos clave, como la planificacion, la revision y retrospectiva en cada
iteracion [Schwaber and Sutherland 2020]. Al redactarse en lenguaje natural, las
historias de usuario incorporan una de las formas mas utilizadas para representar
requisitos, y capturar de forma concisa las necesidades del usuario final [Zhang et al.
2024]. Este enfoque busca responder a la evolucion continua del negocio y acelerar la
entrega de valor. La evaluacion de la calidad de estas historias representa un desafio
complejo, pues requiere adaptarse a cambios frecuentes en las especificaciones, ademas
de analizar atributos clave como la completitud, la verificabilidad y la ambigiiedad
inherente al lenguaje natural, ademas de la variabilidad en los requisitos [Parra et al.
2015; Bosch 2014; Subedi et al. 2021]. La calidad de las historias de usuario puede
evaluarse mediante marcos como INVEST, el cual define criterios especificos que deben
cumplir que sean: independientes, negociables, valiosas, estimables, pequenas y
testeables [Subedi et al. 2021; Ronanki, Berger and Horkoff 2023; Zhang et al. 2024].
Se ha propuesto la adopcion de técnicas de aprendizaje automatico, principalmente,
modelos de lenguaje de gran tamafio (LLM), como una herramienta de apoyo para las
personas expertas en ingenieria de requisitos [Parra et al. 2015; Subedi et al. 2021;
Ronanki et al. 2023; Krishna et al. 2024; Bosch 2014; Zhang et al. 2024] con el
potencial de apoyar los procesos de evaluacion y mejora de las historias de usuario,
utilizando INVEST [Subedi et al. 2021; Zhang et al. 2024].

Este estudio explora el potencial uso de los LLMs en el proceso de
automatizaciéon de la evaluacion de la calidad de historias de usuario, integrando el
marco INVEST. Se analizaron los resultados obtenidos mediante ChatGPT, Gemini y
Copilot contrastandolos con la revision de dos personas expertas en el contexto de un
proyecto de desarrollo de un departamento de TI de una institucion publica. E1 enfoque
de estudio proporciona herramientas de apoyo para personas expertas, con el fin de
facilitar la deteccion de inconsistencias, ambigiliedades y deficiencias en los requisitos.
Para analistas de nivel inicial, el uso de LLMs podria proporcionar una guia estructurada
basada en INVEST, facilitando la adopcion de buenas practicas y la redaccion de



historias de usuario alineadas con principios agiles, basado en el contexto de los
proyectos de la organizacion. Para personas expertas en ingenieria de requisitos, estas
herramientas podrian proporcionar apoyo en la revision de especificaciones complejas y
el alto volumen de requisitos. El articulo reporta la experiencia en el uso de las
herramientas y los resultados obtenidos de la comparacion. La unidad de desarrollo de la
organizacion ha implementado procesos de mejora en las actividades de requisitos
[Hernandez, Quesada and Chaves 2024] y busca automatizar las evaluaciones de calidad
de requisitos para apoyar a las personas expertas. Se analiza la consistencia, diferencias
y coincidencias entre las evaluaciones realizadas por las personas expertas y las
generadas por los LLMs. Asimismo, se estudian variaciones en la evaluacion de cada
criterio del marco INVEST, determinando hasta qué punto los LLMs pueden
complementar el juicio experto humano en la validacion de historias de usuario.
Ademas, se espera que este estudio aporte en la discusion sobre el uso de estas
herramientas en dichas tareas de la ingenieria de requisitos y el alcance de los LLMs
para valorar la calidad de las historias de usuario utilizando INVEST, en el contexto de
un proyecto de industria.

2. Trabajo Relacionado

Distintos estudios han explorado la automatizacion de tareas de la ingenieria de
requisitos. Los estudios recientes se centran en el uso de modelos de lenguaje de gran
tamafio (LLMs) para mejorar la eficiencia y calidad en diversas fases del ciclo de vida
del desarrollo de software. Estos trabajos abordan la generacion y validacién de
documentos de especificaciones de requisitos de software, la asistencia en la elicitacion
de requisitos, la mejora de historias de usuario en entornos agiles y el apoyo en disefio
de sistemas, generacion de codigo y pruebas.

[Krishna et al. 2024] analiz6 como los LLMs, especificamente GPT-4 y
CodeLlama, pueden contribuir a la generacion y validacion de Especificaciones de
Requisitos de Software (SRS). Para esto, compararon documentos generados por estos
modelos con los elaborados por ingenieros de software de nivel inicial, evaluando
atributos de calidad como claridad, consistencia y completitud. Los resultados
mostraron que los LLMs pueden generar documentos de calidad comparable, con una
reduccion significativa del tiempo de elaboracién. [Ronanki et al. 2023] exploro el
potencial de ChatGPT para asistir en la elicitacion de requisitos. Se formularon
preguntas especificas para obtener requisitos tanto de ChatGPT como de expertos
humanos, y se evaluaron en atributos de calidad como abstraccion, atomicidad,
consistencia, correccion, claridad (no ambigiiedad), comprensibilidad y factibilidad. Los
hallazgos indicaron que ChatGPT destaca en abstraccion, atomicidad vy
comprensibilidad, aunque presenta deficiencias en claridad y factibilidad.

[Zhang et al. 2024] analizo el uso del sistema ALAS, que utiliza agentes basados
en LLM (GPT-3.5 y GPT-4) para mejorar historias de usuario en proyectos agiles. La
metodologia consistio en la implementacién de agentes autbnomos que colaboran para
refinar historias de usuario, evaluadas posteriormente mediante el marco INVEST. Los
resultados mostraron mejoras en claridad y alineacién con objetivos de negocio, aunque
persisten desafios relacionados con la complejidad de las historias generadas. Por su
parte, [Belzner et al. 2024] revis6 los beneficios y desafios de integrar LLMs en la
ingenieria de software. Se evalu6 el apoyo de modelos como ChatGPT y Bard en la



ingenieria de requisitos, disefio, pruebas y generacion de codigo. La metodologia
incluyoé interacciones iterativas con los LLMs para desarrollar requisitos y proponer
soluciones, identificando tanto el potencial para mejorar la productividad como las
limitaciones en la integracion con procesos existentes. Finalmente, estudios previos han
aplicado técnicas de aprendizaje automatico para evaluar automaticamente la calidad de
requisitos, emulando el juicio de expertos con base en atributos IEEE 830, alcanzando
hasta un 86,1 % de precision [Parra et al. 2015]. En el caso de historias de usuario, se ha
evaluado la calidad mediante los atributos Testeable y Valiosa del marco INVEST,
destacando el clasificador de arboles de decision y el uso de SMOTE para mejorar el
recall sin comprometer la precision [Subedi et al. 2021]. El presente estudio integra la
evaluacion de historias de usuario basandose en los seis atributos del marco INVEST, y
busca aportar evidencia empirica sobre la capacidad de los LLMs para evaluar la calidad
de los requisitos en entornos agiles de un proyecto en la industria.

3. Metodologia

El estudio investiga el uso de herramientas LLM para evaluar las historias de usuario en
un proyecto de software de industria. Se evalua su efectividad para la automatizacion de
la evaluacion en el contexto de desarrollo agil de software. Las evaluaciones obtenidas a
partir del uso de las herramientas LLMs son comparadas con las realizadas por dos
personas expertas en ingenieria de requisitos del proyecto seleccionado. Para evaluar la
calidad de los requisitos se utiliza el marco INVEST. El trabajo plantea la siguiente
pregunta de investigacion: RQ1: ;Como se comparan los resultados de la evaluacion de
calidad de las historias de usuario realizadas por las personas ingenieras de requisitos
en un proyecto agil con las obtenidos con el apoyo de las herramientas LLM? En el
analisis se busca identificar las diferencias y similitudes que existen entre las
evaluaciones obtenidas de las herramientas LLM y de las personas expertas de acuerdo
al marco INVEST.

3.1. Proyecto, Conjunto de Datos, Participantes y Herramientas

El proyecto analizado corresponde al desarrollo de una aplicacion para la gestion de
notas de cursos universitarios, en la cual interactuan los roles de administracion, tutoria
y coordinacion de catedra. El desarrollo se realiza en un entorno agil, utilizando Azure
DevOps Server para gestionar los requisitos mediante historias de usuario organizadas
en la pila de producto. El equipo de trabajo sigue formalmente el marco Scrum, y la
persona administradora de la aplicacion cumple también el rol de persona dueiia del
producto. La aplicacion es utilizada por un total de 1,820 personas usuarias. En este
estudio, se selecciond un conjunto de 60 historias de usuario de una pila total de 112
registros de diferentes modulos funcionales, como: mantenimiento de usuarios,
mantenimiento de instrumentos de evaluacion, asignacion de modelos de evaluacion,
asignacion de tutores, ingreso de notas e historial de notas, entre otras funcionalidades.
Las evaluaciones de calidad se realizaron tanto por personas expertas en ingenieria de
requisitos como mediante herramientas basadas en LLM. Las personas expertas cuentan
con mas de 15 afos de experiencia en desarrollo de software, dominio de metodologias
agiles y gestion de historias de usuario bajo el marco INVEST. Las herramientas LLM
utilizadas fueron ChatGPT Pro 4, Gemini Advanced 1.5 y Microsoft Copilot, todas en
sus versiones de pago. La seleccion de estas herramientas se basa en su uso extendido en



la industria y su aplicacion en investigaciones previas relacionadas con la evaluacion de
requisitos.

Disponibilidad de artefactos: por tratarse de un estudio realizado en la industria
no es posible compartir los datos.

3.2. Marco de Evaluacion INVEST

La Tabla 1 muestra el marco de evaluacion INVEST, basado en [Zhang et al. 2024;
CertiProf 2022]. Para evaluar la calidad de las historias de usuario, se aplica este marco
asignando a cada historia una puntuacion en una escala de Likert del 1 al 5, donde 1
indica un fuerte desacuerdo con el cumplimiento del criterio, y 5 representa un fuerte
acuerdo.

Table 1. Variables to be considered on the evaluation of interaction techniques

ID | Declaraciones y las caracteristicas correspondientes al marco INVEST para las
historias

Independiente: es autbnoma, comprensible por si sola y no depende de otras historias.
Negociable: tiene un nivel de detalle adecuado que permite ajustes y priorizacion.
Valiosa: proporciona un beneficio claro y medible para el sistema o usuario final.
Estimable: es técnicamente alcanzable y se puede estimar en términos de tiempo o
esfuerzo.

Pequefia: presenta un alcance acotado para completarse dentro de un sprint (méximo 4
semanas).

T | Testeable: incluye criterios de aceptacion que permiten validar su implementacién con
pruebas.

m<|zZ|—

)

Durante el proceso de evaluacion de calidad, cada persona experta evaliia la
calidad de cada historia de usuario de manera independiente utilizando un instrumento
estructurado, que contiene el conjunto de historias por evaluar con los espacios para la
calificacion de cada criterio INVEST con la escala de Likert y un espacio para sus
observaciones. Cada una de las personas ingenieras de requisitos asigno la calificacion
de 1 a 5 siguiendo la escala por criterio. Por separado, la persona investigadora ejecuta
en cada herramienta LLM el prompt de evaluacion de calidad de las historias de usuario,
obteniendo las calificaciones correspondientes para el mismo conjunto de requisitos. El
conjunto de datos fue segmentado en 12 subconjuntos por las limitaciones de cantidad
de tokens de las herramientas. El proceso de evaluacion se basa en lo recomendado por
[Zhang et al. 2024].

3.3. Implementacion del Prompt

La implementacion del prompt se basa en las recomendaciones de [Zhang et al. 2024;
Ronanki et al. 2023; Krishna et al. 2024]. Se construye a partir de dos etapas de trabajo:
etapa de preparacion y etapa de ejecucion. En la etapa de preparacion se crean los
prompts y se considera la siguiente estructura para el prompt inicial y de seguimiento:

Initial Prompti = Profile: + Task + Context + Subtaski, (1 <i<k)
Follow-up Prompti = Subtask: + Responsei.1, (i > k)
Donde para el prompt inicial:
Profilei: Describe el rol, habilidades o responsabilidades especificas.
Task: Es una descripcion amplia del objetivo que se busca alcanzar.
Context: Proporciona detalles sobre el entorno, limitaciones o condiciones especificas.
Subtaski: Es un paso especifico dentro de la tarea general.
Para el prompt de seguimiento:



Subtaski: Es un paso especifico dentro de la tarea general.

Responsei-i: La respuesta generada tras completar la subtarea anterior, permite generar
las instrucciones que simulan la interaccion de diferentes actividades que lleva a cabo
este evaluador.

En la etapa de ejecucion se realizan las actividades relacionadas con la
aplicacion y calibracion del prompt generado en el disefio en cada una de las
herramientas seleccionadas ChatGPT, Gemini y Copilot. Esto permite la recoleccion de
las evaluaciones generadas por cada LLM de manera automatizada [Zhang et al. 2024].

Evaluacion de los Requisitos de Software

Primero, se defini6 un flujo de trabajo para la evaluacion de la calidad de las historias de
usuario utilizando el marco INVEST, como se muestra en la Figura 1. Este proceso
puede ser ejecutado tanto por una persona analista, a través del perfil de una persona
ingeniera de requisitos, quien, segun el contexto del proyecto, realiza la evaluacion
utilizando el prompt diseiado.

- % Evaluacion de historias de usuario-|
T .z Disefio del prompt de
Anadlisis y preparacién )
Yy prep evaluacion: INVEST
= : g !.}) Perfil de ingeniero de Rol: Eres un ingeniero de
o= o requerimientos requerimientos experte en INVEST, con
8= rompt | _ .
| Preparar el conjunto + Contexto del proyecto amplia  experiencia en andlisis de
Seleccion del o INVEST - . -
- de datos historias de usuario en entornos dagiles|
proyecto - historias (Anonimizar « Tareas y subtareas B
de usuario e « Calibracién iterativa. en el contexto del proyecto de gestion
Normalizar) 3 .
. s = Seleccionar LLMs. de notas.
Recolecclon « Preparar herramientas Fase 1: Clasificacién inicial de historias de
\ e instrumentos. usuario
Personas [ « Historia de usuario vélida completa
expertas * Historia de usuario incompleta
gl "o | « Reporte de error o incidente.
E ::v’) * Solicitud incompleta.
Reglas
LEr Se T2 Al
c lid . Analizar v obtener Fase 2: Evaluacién de INVEST
Rec.olecta‘r evaluaciones: dOﬂSO “ ar conjunta FESU“ang « Evalia cada eriterio siguiendo una escala
* ingenieros de e evajuaciones de | @ 5 segin cumplimiente. Proporciona
requerimientos una justificacién experta, genera
expertos observaciones y presenta la salida de la
* LLMs versién final.

Figura 1. Evaluacion de calidad de requisitos

Analisis y Preparacion de los Datos

En la etapa de preparacion para la recoleccion de datos, se llevaron a cabo actividades
de preprocesamiento y normalizacién de las historias de usuario. Este proceso incluyo la
eliminacion de registros incompletos o sin informacion relevante, como aquellos
creados en Azure DevOps que solo contenian un titulo sin descripcion, casos generados
como recordatorios de situaciones particulares que no representan funcionalidades
reales, o registros correspondientes a ceremonias Scrum (planificacion, refinamiento,
revision y retrospectiva). Asimismo, registros que representan funcionalidades
especificas, y no cumplian con la estructura estdndar de redaccion de historias de
usuario, fueron incluidos en el conjunto de datos con el objetivo de prever casos
similares en otros proyectos y permitir que parte del proceso de validacion considere la
verificacion de este tipo de historias. La etapa de anonimizacion de datos, implico la
deteccion y eliminacion de informacion confidencial de la institucion. Por ejemplo, se
sustituyeron nombres de sistemas, identificadores personales, referencias a bases de
datos y otros elementos vinculados a la infraestructura técnica del proyecto. Esto es
fundamental para mitigar los riesgos asociados al uso de modelos externos o en la nube,
y para garantizar el cumplimiento de los principios de seguridad y privacidad desde las



fases iniciales del andlisis. La estructura estandar de la historia de usuario definida por
la organizacion es la siguiente: Como [rol] quiero [funcionalidad/requerimiento] para
[beneficio/objetivo]. Ademads, cada historia de usuario debe incluir criterios de
aceptacion, definidos bajo la estructura: Dado /[contexto inicial], cuando [accion],
entonces [resultado esperado]. Los registros que no contaban con criterios de
aceptacion definidos fueron etiquetados con la leyenda “[No se han definido AC]”, con
el proposito de que los LLMs evaluaran las historias tal como fueron registradas
originalmente, sin inferir ni completar la informacion ausente durante el proceso de
evaluacion. El conjunto de datos final se conformé por tres tipos de registros: (1)
historias de usuario con criterios de aceptacion completos; (2) historias de usuario sin
criterios de aceptacion explicitos; y (3) funcionalidades del sistema que no siguen la
estructura estandar de redaccion.

Recoleccion de las Evaluaciones

Previo al proceso de recoleccion de datos, se llevaron a cabo pruebas para calibrar el
prompt, ajustando las instrucciones de la tarea con el fin de asegurar que los resultados
fueran comparables con las evaluaciones de las personas expertas. Como parte del
proceso de calibracion, se implementaron mejoras para la evaluacidon: garantizar la
lectura y calificacion individual de cada historia de usuario, asegurar que cada historia
de usuario reciba su propia calificacion incluyendo observaciones, estandarizar la
estructura de salida de las evaluaciones para que cada historia de usuario ocupe una
unica fila en la tabla de evaluacion, evitando duplicaciones y mejorando la claridad de
los resultados. Asimismo, se definen instrucciones detalladas para el procesamiento de
datos, incluyendo la lectura de archivos, el formato de despliegue de los resultados y la
descarga de la evaluacion.

Primero se define el perfil del evaluador y su rol dentro del contexto de
evaluacion de la calidad de requisitos, como se ilustra en la Figura 2. Se trata de un
ingeniero de requisitos que desempena funciones especificas y realiza tareas concretas
en un entorno agil de desarrollo de software. La fase 1 del proceso abarca las actividades
relacionadas con los refuerzos en la evaluacidon que permite establecer las reglas
adicionales. Por ejemplo: si una historia de usuario no cuenta con criterios de aceptacion
definidos debe recibir la calificacion minima en el criterio Testeable, verificar el
cumplimiento del formato estdndar de la historia de usuario validas que deben cumplir
con la descripcion y criterios de aceptacion, historias de usuario incompletas que
carecen de una descripcion estructurada o criterios de aceptacion definidos, registros que
no corresponden a requisitos (reportes de errores o incidentes) que deben recibir la
calificacién mas baja e incluir la observacion que corresponde a otro tipo gestion para
esos elementos de trabajo. Asimismo, se incorporaron ejemplos historias de usuario
habilitadoras, las cuales también son relevantes en el contexto de evaluacion como se
ilustra en la Figura 3. La fase 2 del proceso permite realizar las evaluaciones de manera
que se asigne la calificacion por historia de usuario. Se realizd una segmentacion en
subgrupos de 5 historias de usuario por ejecucion, para evitar exceder los limites de
procesamiento de los modelos, facilitar la revision y validacion progresiva de las
respuestas generadas y aplicar calibraciones en tiempo real para mejorar la precision del
analisis. Una vez obtenidas las evaluaciones de los LLM se integran en el consolidado
junto con las evaluaciones proporcionados por los expertos para proceder con el analisis
de resultados como se muestra en la Figura 3.



# Prompt Ajustado para Evaluacion de Historias de Usuario en
SNP bajo INVEST (Version Mejorada)

@ Rol del Evaluador

Eres un ingeniero de requerimientos experto en INVEST, con
amplia experiencia en analisis de historias de usuario en entormos
3giles. Procedo 3 evaluar cada una de |as historias de usuario del
documento adjunto, de una en una segun la solicitud en este chat
y sigo las siguientes instrucciones.

Tu evaluacion se basa en:

4 Mejores practicas de ingenieria de requerimientos.

Patrones comunes de errores en historias de usuario.

%4 Diferenciacion clara entre historias funcionales y habilitadoras.
¥4 Clasificacion automaitica de historias incompletas o incorrectas.
4 Ajuste del tamafio de las historias segun la capacidad del
sprint.

¥ Correccidn de clasificacion errdnea de historias que contienen
“error”, “fallo” o "problema”, pero son mejoras o requerimientos
funcionales.

Figura 2. Prompt- Rol evaluador

+ ) Clasificacion de Ia Entrada
Antes de evaluar INVEST, dasifica Ia historia en una de las
siguientes categorias:
¥4 Historia de Usuario Vilida
+ Sigue la estructura: “Como [rol], quiero [funcionalidad] para
[beneficio]”.
+ Tiene criterios de aceptacion claros y verificables.
+ Su proposito y alcance son comprensibles y valiosos para el

Historia de Usuario Incompleta
£s ambigua, imprecisa o carece de estructura adecuada.
Puede estar mal redactada o sin criterios de aceptacion.

Se evaluara bajo INVEST con calificaciones bajas y
observaciones especficas para su mejora.

+ B} Evaluacion bajo INVEST
Evalua cada criterio en una escala de 1 a 5y proporciona una
Jjustificacion experta basada en patrones comunes de errores.
Criterio Como Evaluar (Actualizado)

Independiente {I) ;Se puede desarrollar sin depender de otras
historias? 5 si es completamente independiente. 3-4 si tiene
dependencias leves. 1-2 si requiere otra historia para ser util.
Negociable (N) ;Permite ajustes sin afectar el negocio? 4-5sies
flexible y adaptable. 1-3 si es rigida o con requisitos inmodificables.
Valiosa (V) ;Tiene un beneficio claro para el usuario? 5 si sigue la
estructura “Como [rol], quiero [funcionalidad], para [beneficio]”. 3
si falta claridad. 1-2 si no tiene valor claro.
Estimable (E) ;Se puede estimar el esfuerzo? 5 si I3 historia es
clara y bien definida. 3-4 si tiene aspectos ambiguos. 1-2 si s muy
Vvaga para ser estimada.
Small (S) ;Es lo suficientemente pequefa para completarse en un
sprint? 5 si puede completarse en maximo 4 semanas con 0% de
capacidad del equipo. 3-4 si es grande pero reducible. 1-2 si es
enorme.
Testeable (T) ;Tiene criterios de aceptacion verificables? 5 si tiene
criterios de aceptacion claros ("Dado, Cuando, Entonces”). 4 si son
ambiguos. 3 si estan incompletos. 1 si no tiens.

Figura 3. Prompt-Fases

negocio.

4. Analisis de Resultados

El estudio compara las evaluaciones de historias de usuario bajo el marco INVEST,
analizando las diferencias entre las evaluaciones realizadas por las personas expertas
(Expertol, Experto2) y las herramientas LLM (ChatGPT, Gemini, Copilot). Se
procesaron 60 historias de usuario, asignando calificaciones en seis criterios: I:
Independiente, N: Negociable, V: Valioso, E: Estimable, S: Pequefia y T: Testeable.

La Figura 4 presenta las diferencias en las evaluaciones de cada una de las 60
historias de usuario, comparando los resultados de los dos expertos humanos con los
obtenidos por las herramientas LLM. Se observan agrupamientos que reflejan tanto
similitudes como variabilidad en las calificaciones asignadas en la escala de 1 a 5. En
cada caso, se identifican concordancias y discrepancias respecto al juicio experto, lo que
permite analizar la capacidad de los modelos para replicar evaluaciones humanas. Los
resultados indican que los LLMs, en particular ChatGPT y Copilot, presentan un
desempefio favorable bajo el marco INVEST, aunque tienden a sobrestimar atributos
como Negociable y Valiosa. Estas diferencias resaltan la necesidad de calibrar y ajustar
los modelos para mejorar su alineacion con la perspectiva de expertos, especialmente en
contextos agiles donde la evaluacion precisa de historias de usuario es clave para el
éxito de los proyectos. El andlisis de las 60 historias evidencia variabilidad y similitudes
en los distintos criterios INVEST. La Figura 5 amplia este analisis mediante el calculo
de diferencias absolutas [Roumeliotis, Tselikas y Nasiopoulos, 2024], que permiten
cuantificar la magnitud de las discrepancias en la calificacion. Estas se obtienen al
calcular el valor absoluto de la diferencia entre la puntuacion asignada por una persona
experta y la otorgada por un LLM, para cada historia y para cada criterio del marco
INVEST.
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Figura 4. Evaluacion de historias de usuario

El uso de diferencias absolutas ofrece una forma objetiva de medir la
discrepancia, ya que elimina la influencia de la direccion del error, es decir, no importa
si el LLM sobreestima o subestima en comparacion con el experto, lo relevante es la
magnitud de la diferencia. Esto facilita la comparacion entre pares de evaluadores,
permitiendo identificar tanto diferencias sistematicas como casos atipicos que podrian
reflejar inconsistencias significativas en la interpretacion de los criterios INVEST.

La Figura 5 presenta la distribucion de las diferencias absolutas entre las
personas expertas (Experto 1 y Experto 2) y los modelos LLM (ChatGPT, Gemini y
Copilot), revelando patrones relevantes en las evaluaciones de los criterios del marco
INVEST. En general, la mayoria de las diferencias se concentra en el rango de 0 a 2, lo
que sugiere una alta consistencia entre las evaluaciones humanas y automatizadas. Esta
alineacion es particularmente evidente en los criterios Independiente y Valioso, donde se
observa una menor variabilidad y escasa presencia de valores atipicos. En estos casos, la
objetividad de los criterios parece facilitar su interpretacion por parte de los modelos. En
contraste, los criterios Pequefia (S) y Testeable (T) presentan las mayores diferencias
absolutas, lo que sugiere que los LLM encuentran mas dificultades para evaluarlos
adecuadamente. En el criterio Pequena, la complejidad radica en estimar correctamente
el tamafio o granularidad de las historias, mientras que en Testeable, los desafios estan
vinculados a la ausencia o ambigiedad de los criterios de aceptacion. Las
comparaciones entre Experto 2 y Gemini, y entre Experto 1 y Copilot, evidencian las
mayores discrepancias en estos dos atributos, reflejando limitaciones especificas en su
interpretacion. Al comparar el rendimiento general, ChatGPT mostr6 mayor
consistencia con las evaluaciones humanas, mientras que Gemini y Copilot presentaron
mayor dispersion, sobre todo en los criterios mas complejos. Estos resultados indican
que, si bien los LLM pueden aproximarse al juicio experto, es necesario fortalecer la
calibracion en criterios como Pequenia, Negociable y Testeable, a través de instrucciones
mas especificas y refuerzos dirigidos
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Figura 5. Distribucion de diferencias absolutas

Desde la perspectiva del proyecto, los resultados indican que estas herramientas
pueden apoyar los procesos de evaluacion de requisitos, con supervision de las personas
expertas, aunque se requiere mejorar su precision y consistencia, enfocandose en su
capacidad para interpretar de forma mas alineada con el juicio experto en algunos
criterios. Se espera que, al ofrecer un contexto mas amplio, junto con ejemplificaciones
de evaluaciones previas realizadas por personas expertas, los LLM mejoren su
rendimiento, considerando ademas el balance con la capacidad de procesamiento de
tokens de cada herramienta. Para analizar la consistencia, la Figura 6 presenta la matriz
de correlacion de Spearman, que muestra asociaciones positivas entre las evaluaciones
de las personas expertas y cada LLM. La correlacion mas alta se observa entre Expertol
y Experto2 (p = 0.80), lo que indica una fuerte correlacion en sus evaluaciones.
ChatGPT presenta correlaciones elevadas con ambas personas expertas (p = 0.75 con
Expertol y p = 0.77 con Experto2), lo que sugiere una mayor consistencia que permite
utilizar estas medidas como base para la comparacion. En contraste, Copilot y Gemini
muestran correlaciones moderadas, siendo mas bajas con Expertol (p=0.56 y p=0.59,
respectivamente) y ligeramente superiores con Experto2. Estos resultados indican que,
aunque ambos LLM logran un alineamiento con los expertos, ChatGPT muestra mayor
consistencia. Por otro lado, se analiz6 la fiabilidad de la consistencia de las escalas de
medicion mediante el Alfa de Cronbach [Essel et al. 2024] para cada uno de los pares
evaluadores:

a=k/(k—1) (14 —Z/(c_t"2) 0_i"2)
k = Numero de elementos evaluados (criterios IN V E S T).
O‘tz = Varianza de cada criterio evaluado (IN VE S T).

2 . . .
0; = Varianza total del conjunto de evaluaciones.

En este caso, un valor alto en la consistencia de las evaluaciones sugiere que la
herramienta LLM pueden apoyar la evaluacion automatizada de la calidad de los
requisitos, al mostrar concordancia con las evaluaciones expertas. Los valores bajos
indican diferencias en la interpretacion de los criterios y la necesidad de mejorar la
calibracion. Se establece que un valor de a > 0.9 representa una alta consistencia entre
las evaluaciones expertas y las generadas por los LLM, lo que sugiere que los LLM



pueden replicar el juicio humano con un alto grado de confianza. Los valores por debajo
de 0.9 reflejan diferencias en la forma en que las herramientas LLM evaltan los
criterios, evidenciando la necesidad de ajustes en su calibracion. La Figura 7 presenta
los valores de consistencia calculados mediante el Alfa de Cronbach. Los resultados
muestran una consistencia aceptable en la mayoria de los criterios INVEST, aunque se
identifican areas especificas de mejora. En particular, la herramienta Gemini presenta
los valores mas bajos de consistencia en el criterio Pequefia (S), con a = 0.61 y o = 0.63
frente a las evaluaciones de los expertos, lo que indica una mayor variabilidad en sus
juicios. En particular, ChatGPT y Copilot presentan la mayor consistencia con las
personas expertas, lo que sugiere que sus evaluaciones son mas estables y confiables. En
contraste, Gemini evidencia mayores diferencias, lo que indica la necesidad de ajustes
en su calibracion.
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evaluadores evaluaciones

La prueba Kruskal-Wallis, permiti6 evaluar las diferencias globales, obteniendo
un estadistico de 63.8148 y un p-valor de 0.0000, lo que confirma diferencias
significativas entre los evaluadores. Previamente, se verificaron los supuestos de
normalidad mediante las pruebas de Kolmogorov-Smirnov y Shapiro-Wilk, obteniendo
p-valores de 0.0000 en todos los casos, lo cual indica que las distribuciones no siguen
una normalidad estadistica. La prueba de Homogeneidad de Levene (estadistico =
2.9207, p =0.0201) mostrd diferencias en la varianza entre los grupos, lo que justifica el
uso de pruebas no paramétricas. Como analisis post hoc, se aplicd la prueba de Dunn
con correccion de Bonferroni la cual reveld diferencias significativas entre las
evaluaciones expertas y los LLM. Sin embargo, esto se debe a las diferencias que se han
presentado en las evaluaciones de Gemini con todos los evaluadores (p < 0.01), lo que
indica que su enfoque de evaluacion difiere del criterio experto y de otros LLM. Copilot
no presentd diferencias significativas con las personas expertas, lo que sugiere una
mayor alineacion con la evaluacion experta. ChatGPT, mostré diferencias con una
evaluacion experta (p = 0.000573), pero no con la otra persona experta, ni con Copilot,
lo que indica una alineacion consistente con la evaluacion humana. Los resultados
sugieren que, para una automatizacion alineada con el juicio de las personas expertas,
ChatGPT y Copilot son mas consistentes. Mientras que Gemini requiere mejoras para
alinearse a los criterios humanos.



Las diferencias significativas (p < 0.0001) en varias comparaciones refuerzan la
necesidad de un andlisis cualitativo para identificar los factores que influyen en la
divergencia de Gemini. Estos hallazgos subrayan la importancia de calibrar los LLM
para lograr evaluaciones mas precisas y alineadas con los estandares utilizados en la
ingenieria de requisitos. El coeficiente de concordancia de Kendall (W) obtenido fue de
0.7048, con un p-valor de 0.0000, que representa un acuerdo significativo entre los
evaluadores, aunque no perfecto. Estas diferencias explican la variabilidad en la
concordancia total y sugieren la necesidad de ajustes en la calibracion Gemini para
mejorar su alineacion con el criterio experto. El andlisis comparativo entre personas
expertas y herramientas LLM mediante la prueba de Mann-Whitney revela que no se
encontraron diferencias estadisticamente significativas en los criterios Independiente (p
= 0.4992), Valioso (p = 0.5693) y Estimable (p = 0.3365), lo que sugiere que los LLM
presentan un desempefio alineado con las personas expertas en estos criterios. Se
detectaron diferencias significativas en los criterios Negociable (p = 0.0016), Pequeiia (p
=0.0009) y Testeable (p = 0.000056), lo que indica que los LLM podrian evaluar estos
criterios de manera diferente. Los hallazgos del estudio indican que los LLM pueden
apoyar el criterio experto en el proceso de evaluaciones de calidad realizadas por
personas expertas, para algunos de los criterios de evaluacion.

Para analizar el grado de alineacion entre las evaluaciones humanas y
automaticas de la calidad de historias de usuario, se aplico una clasificacion semantica a
las puntuaciones asignadas en cada criterio del marco INVEST. Dado que las
calificaciones se otorgaron en una escala de 1 a 5, estas se agruparon en tres categorias:
Positivo (4-5), Neutral (3) y Negativo (1-2). A partir de esta categorizacion, se
definieron tres niveles de acuerdo semantico entre pares de evaluadores (persona experta
y LLM): (1) Concordancia semantica, cuando ambos asignaron la misma categoria; (2)
Desacuerdo leve, cuando uno evalué como Neutral y el otro como Positivo o Negativo;
y (3) Desacuerdo opuesto, cuando uno calificé como Positivo y el otro como Negativo.
Esta metodologia permitid cuantificar de manera cualitativa y cuantitativa la
coincidencia conceptual entre evaluaciones, asi como identificar discrepancias
interpretativas significativas. Para garantizar la validez del analisis, se aplico esta
estrategia a las 60 historias de usuario, evaluadas por las dos personas expertas y los tres
modelos LLM, de forma consistente para los seis criterios del marco INVEST.

Los resultados del analisis evidencian una alta concordancia semantica (superior
al 80 %) en la mayoria de los pares de comparacion, particularmente en los criterios
Independiente, Pequefia y Testable, donde las definiciones més objetivas favorecen la
consistencia en las evaluaciones. En contraste, se identificaron mayores niveles de
desacuerdo leve y opuesto en los criterios Valioso, Estimable y Negociable, los cuales
tienden a involucrar un mayor grado de subjetividad. El criterio Pequefia destaca por un
desacuerdo opuesto mas pronunciado en la comparacion entre Experto 2 y Gemini, lo
que sugiere diferencias en la interpretacion del tamafio o granularidad adecuada de las
historias de usuario. Estos resultados permiten identificar los criterios en los que los
LLM se alejan del juicio experto, lo que constituye un insumo valioso para orientar el
ajuste de los modelos y priorizar el andlisis cualitativo de los casos mas criticos.

Por ejemplo, al analizar los niveles de desacuerdo semantico entre las personas
expertas y los LLM, el analisis detallado por historia de usuario revela que los casos con
ID 4643 y 4821 presentan las mayores frecuencias de desacuerdo opuesto, con 18 y 13



casos, respectivamente. A estos les sigue el caso ID 4645, con un total de 8 desacuerdos
(4 leves y 4 opuestos). Estos hallazgos sugieren que dichas historias podrian contener
ambigiiedades o multiples interpretaciones asociadas a su claridad, valor o granularidad,
por lo que fueron seleccionadas para un analisis cualitativo en profundidad.

La historia con ID 4643 corresponde a una solicitud de reporte de actividades
evaluativas que no sigue la estructura estandar definida por la organizacion ni incluye
criterios de aceptacion. Esta falta de estructura influye a que los modelos LLM
asignaran calificaciones mds optimistas en varios atributos INVEST como
Independiente, Negociable, Valiosa y Estimable en comparacion con las personas
expertas. No obstante, en el atributo Testeable, si se observd consenso entre expertos y
modelos, asignando una calificacion minima (valor 1), lo que indica el reconocimiento
compartido de la ausencia de condiciones verificables. Un patron similar se identifico en
la historia ID 4821, también correspondiente a una solicitud de reporte, formulada sin
estructura definida ni criterios de aceptacion. Este comportamiento recurrente sugiere
que los requisitos mal estructurados, especialmente aquellos relacionados con reportes
sin elementos verificables, tienden a generar mayores divergencias en las evaluaciones
automaticas, lo cual resalta la necesidad de establecer reglas claras de redaccion para
mejorar la consistencia y coherencia en los procesos de evaluacion de calidad asistidos
por LLM. El andlisis agrupado por criterios INVEST revela que los criterios con mayor
frecuencia de desacuerdo opuesto son Pequena (11 casos), Negociable (10) y Estimable
(8), lo que sugiere que los modelos LLM presentan mayores dificultades para alinearse
con las valoraciones humanas en aspectos que requieren juicios mas subjetivos, como la
granularidad del requerimiento, su negociabilidad o estimabilidad. En contraste, el
atributo Valioso registra la mayor cantidad de desacuerdos leves (17 casos), lo que
indica que, aunque existen diferencias, estas tienden a ser mas matizadas y posiblemente
vinculadas a interpretaciones del valor percibido. En conjunto, estos hallazgos refuerzan
la hipotesis de que ciertos atributos INVEST son mas propensos a generar discrepancias
semanticas, particularmente cuando son evaluados de manera automatica, lo que subraya
la importancia de complementar las técnicas automaticas con revision cualitativa
experta en contextos reales.

6. Conclusiones

Los resultados muestran el potencial de las herramientas LLM para el apoyo en la
evaluacion de la calidad de requisitos de software, especificamente en la valoracion de
historias de wusuario siguiendo los criterios INVEST. Los LLMs presentan un
rendimiento aceptable y que, en conjunto con las personas expertas en ingenieria de
requisitos, pueden realizar evaluaciones de las historias de usuario. A pesar de la
necesidad de supervision humana, se observo que mediante procesos de calibracion y
mejora de prompts disefiados siguiendo los ejemplos practicos indicados en otros
estudios como [Krishna et al. 2024; Zhang et al. 2024; Ronanki et.al 2023], es posible
ajustar el comportamiento de los modelos para que simulen de forma mas precisa el
criterio experto, integrando reglas especificas y ejemplos de evaluaciones previas.

Los modelos de lenguaje muestran un desempefio prometedor al alcanzar altos
niveles de concordancia semantica con evaluadores humanos en la mayoria de los
criterios del marco INVEST, lo que evidencia su potencial para apoyar procesos de
evaluacion automatizada de requisitos. Sin embargo, los resultados también revelan



oportunidades de mejora, especialmente en criterios como Pequefia, Negociable y
Estimable, donde los modelos presentan mayor variabilidad frente a las evaluaciones
humanas. Estas diferencias son mas notorias en historias de usuario sin estructura
estandarizada ni criterios de aceptacion, lo que resalta la importancia de seguir buenas
practicas de redaccion. En este contexto, el andlisis cualitativo experto resulta
fundamental para complementar las evaluaciones automaéticas, aportando una vision
contextual y especializada que fortalece la precision, la coherencia y la confiabilidad del
proceso de validacion en entornos reales de ingenieria de requisitos.

En términos de alineacion con el juicio experto, Copilot y ChatGPT mostraron
un desempeinio mas cercano al de las personas evaluadores expertas. En contraste,
Gemini presentd oportunidades de ajuste. Para mejorar los resultados se requieren
analisis cualitativos para identificar los aspectos que requieren calibracion. Por lo que,
lo anterior implica el andlisis de las diferencias de interpretacion de los criterios
INVEST entre los LLM y expertos, ya que en algunos criterios los modelos presentan
similitudes, pero en otras diferencias, y hasta qué punto pueden ser ajustados para
interpretar de manera mas precisa. La necesidad de calibracion y validacion de personas
expertos en la evaluacion automatizada ain parece necesaria, identificando estrategias
de ajuste y calibracion continua para mejorar su alineacion al juicio experto.

En cuanto a generalizacion de los resultados, las evaluaciones se realizaron en el
contexto de un proyecto real con historias de usuario, y se reconoce que su
generalizacion puede estar limitada a el dominio y estilo de documentacion o estructuras
organizativas. Sin embargo, el proceso parece ser aplicable en organizaciones con
procesos similares. Como trabajo futuro se recomienda investigar estrategias hibridas
combinando evaluaciones de LLM con validacion posterior por parte de personas
ingenieras de requisitos, segun criterios de calidad de la organizacion. Por un lado,
ampliar el conjunto de datos de evaluacion, incluyendo historias de usuario, con el
contexto particular de cada proyecto de la organizacion, con el fin de reducir el sesgo en
las evaluaciones y por otro lado la posibilidad de ofrecer contexto mas detallado durante
las evaluaciones. Desde la perspectiva practica, se debe evaluar la posibilidad de
desarrollar herramientas de apoyo integradas en plataformas de gestion de requisitos,
permitiendo una automatizacion controlada y supervisada. Como siguientes pasos se
proyecta llevar a cabo un proceso iterativo de mejora de la evaluacion de las historias y
de mejora de la especificacion de las historias de usuario evaluadas en tres fases y
utilizando dos perfiles clave: la persona ingeniera de requisitos y la duena del producto.
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