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Abstract. Visual classification models are essential in applications such as au-
tonomous navigation and mobile robotics, but they still face challenges in in-
door environments with lighting and temporal variations. This work compares
the performance of DINOvV2 feature extractor, a state-of-the-art self-supervised
model, with supervised architectures such as ConvNeXt, EfficientNet, ResNet,
and ViT. Using the KTH-IDOL?2 dataset, we evaluated the models under differ-
ent environmental conditions. Results show that DINOv2 consistently outper-
formed the others, achieving up to 98.02% accuracy. These findings highlight
the robustness of self-supervised representations in the face of visual variabil-
ity, positioning DINOv2 as a promising alternative for realistic indoor scene
classification.

Resumo. Modelos de classificacdo visual sdo fundamentais em aplicagoes
como navegacdo autonoma e robotica movel, mas ainda enfrentam desafios
em ambientes internos com variagoes de iluminacdo e mudangas temporais.
Este trabalho compara o desempenho do extrator de caracteristicas DINOv2,
modelo auto-supervisionado de iltima geracdo, com arquiteturas supervision-
adas como ConvNeXt, EfficientNet, ResNet e ViT. Utilizando o dataset KTH-
IDOL2, avaliamos os modelos em diferentes condicoes ambientais. Os resulta-
dos mostram que o DINOv2 superou consistentemente os demais, alcancando
até 98,02% de acurdcia. Os achados destacam a robustez das representagoes
auto-supervisionadas frente a variabilidade visual, posicionando o DINOv2
como uma alternativa promissora para classificacdo de ambientes em cendrios
realistas.

1. Introducao

A classificacdo visual de ambientes constitui um componente central em sistemas in-
teligentes, com aplicacdes relevantes em roboética, realidade aumentada e navegacdo
autdnoma [Barros et al. 2021, Garg et al. 2021]. Esses sistemas requerem representacoes
visuais robustas e generalizaveis para operarem com eficicia em ambientes com variacdes
temporais e espaciais [Masone and Caputo 2021].



Entretanto, modelos supervisionados enfrentam desafios significativos quando ex-
postos a alteragdes no ambiente, como variacdes de iluminagdo, deslocamento de objetos
ou mudancas sazonais [Pronobis et al. 2010, Zaffar et al. 2020]. Tais variagoes frequente-
mente comprometem a acurdacia dos modelos, especialmente quando sdo treinados com
dados rotulados que ndo contemplam todos os contextos possiveis [Zhang et al. 2021].

Nesse cendrio, métodos auto-supervisionados vém ganhando destaque por sua ca-
pacidade de aprender representacdes visuais discriminativas sem a necessidade de rétulos.
O DINOv2 € um exemplo notdvel, utilizando uma arquitetura baseada em Vision Trans-
formers (ViT) para aprender recursos robustos e transferiveis a partir de grandes vol-
umes de dados ndo rotulados. Seus autores demonstram que o DINOv2 supera abor-
dagens auto-supervisionadas anteriores e atinge desempenho competitivo com modelos
supervisionados em tarefas como classificacio, segmentacao e recuperacdo de instancias
[Oquab et al. 2024].

Paralelamente aos avangos em auto-supervisdo, as arquiteturas supervisionadas
continuam a evoluir significativamente. A ConvNeXt, por exemplo, representa uma
atualizacdo moderna das redes convolucionais cldssicas, incorporando caracteristicas
inspiradas em Transformers, como kernels ampliados e camadas invertidas de bottle-
neck, alcancando desempenho competitivo em benchmarks como ImageNet e COCO
[Liu et al. 2022]. De forma semelhante, a EfficientNet propde um método sistemdtico
de escalonamento para melhorar a relacdo entre desempenho e custo computacional
[Tan and Le 2019].

Desse modo, este trabalho apresenta uma andlise comparativa entre o mod-
elo auto-supervisionado DINOv2 e quatro arquiteturas supervisionadas amplamente uti-
lizadas: ConvNeXt, EfficientNet, ResNet e ViT. A investigacao € conduzida em um cendrio
realista, utilizando o dataset KTH-IDOL?2, conhecido por suas variagdes temporais e de
iluminacdo, que impdem desafios tipicos de ambientes internos reais. Como principal
contribui¢do, o estudo fornece uma avaliagdo sistemdtica da robustez e capacidade de
generalizagdo do DINOv2 frente a modelos supervisionados, considerando condicoes
visuais que simulam situacOes praticas enfrentadas em aplicacoes como robdtica e
navegacao autdbnoma. Além disso, o trabalho explora cendrios com separacdo entre
sessOes temporais € mudancas ambientais naturais, uma configuracdo pouco abordada
em estudos anteriores sobre classificacdo de ambientes com redes profundas.

2. Objetivos

O presente trabalho tem como objetivo principal avaliar e comparar o desempenho do
modelo auto-supervisionado DINOv2 com arquiteturas supervisionadas amplamente uti-
lizadas, como a ConvNeXt, EfficientNet, ResNet e ViT, na tarefa de classificacdo visual
de ambientes internos, considerando cendrios com variacdo temporal e condi¢des de
iluminacgdo distintas, utilizando o dataset KTH-IDOL2.

Como objetivos especificos, temos:

* Aplicar o modelo DINOv2 a dados de ambientes internos sob diferentes condi¢des
visuais, investigando sua capacidade de generalizagdo frente a variagcOes temporais
e de iluminagao;

* Comparar o desempenho do DINOv2 com modelos supervisionados consolidados,
utilizando métricas de acuracia em diferentes cenarios de teste;



* Avaliar o impacto da variacdo de iluminagdo na estabilidade e precisao dos mod-
elos;

* Investigar a robustez temporal dos modelos, analisando seu desempenho em
sequéncias capturadas em momentos distintos ao longo do tempo;

3. Fundamentacao Teorica

A classificacdo visual de ambientes internos é uma tarefa essencial em sistemas in-
teligentes, particularmente em aplicagdes como robdtica mével, navegacao autdonoma e
localizacdo sem mapa. Esses sistemas exigem modelos capazes de lidar com variacdes
estruturais, temporais e visuais, frequentemente presentes em ambientes reais. Para en-
frentar esses desafios, a literatura recente tem explorado diferentes estratégias baseadas
em aprendizado profundo, com destaque para abordagens supervisionadas, arquiteturas
baseadas em Transformers, métodos hibridos e, mais recentemente, técnicas de apren-
dizado auto-supervisionado [Garg et al. 2021, Zaftar et al. 2020].

3.1. Modelos Supervisionados

Modelos supervisionados t€ém sido amplamente utilizados em tarefas de classificacao
de cenas e ambientes, com énfase em redes neurais convolucionais. Trabalhos
como o de Zhou et al. [Zhou et al. 2014] introduziram o dataset Places e demon-
straram que redes treinadas com grandes volumes de dados rotulados podem aprender
representacdes visuais discriminativas. Arquiteturas como ResNet [He et al. 2016], Effi-
cientNet [Tan and Le 2019] e ConvNeXt [Liu et al. 2022] destacam-se por sua eficiéncia
e desempenho em benchmarks de classificacdao. No entanto, tais modelos sdo geralmente
sensiveis a mudangas de dominio, como varia¢des de iluminacdo e rearranjos no ambi-
ente, o que limita sua robustez em cendrios dindmicos [Barros et al. 2021]].

3.2. Transformers e Arquiteturas Hibridas

A introducdo do Vision Transformer (ViT) [Dosovitskiy et al. 2021] propds uma mudanca
conceitual ao substituir convolugdes por mecanismos de aten¢do, possibilitando o apren-
dizado de dependéncias globais desde as primeiras camadas da rede. Essa abordagem tem
mostrado resultados promissores em diversas tarefas visuais. No contexto da classificacao
de ambientes, modelos como o TransVPR [Wang et al. 2022] aplicam ViTs com multiplos
niveis de atencdo para reconhecer lugares internos de forma robusta. No entanto, ViTs
puros geralmente demandam grandes volumes de dados e alto poder computacional.
Como resposta, surgiram arquiteturas hibridas, como o ConvNeXt, que incorporam el-
ementos inspirados em Transformers a estrutura das redes convolucionais tradicionais
[Liu et al. 2022].

3.3. Aprendizado Auto-supervisionado e o DINOv2

Técnicas de aprendizado auto-supervisionado ganharam destaque nos ultimos anos por
dispensarem rétulos durante o treinamento, o que € vantajoso em contextos com alta vari-
abilidade visual e baixo custo de anotagdo. O modelo DINO [Caron et al. 2021] intro-
duziu um mecanismo de auto-destilacdo que explora diferentes visdes de uma mesma
imagem, promovendo a emergéncia de representacdes semanticas. Sua evolugdo, o DI-
NOv2, aprimorou esse processo incorporando grandes conjuntos de dados curados, mel-
horias na arquitetura base e funcdes de perda mais robustas. O DINOv2 demonstrou
desempenho competitivo com modelos supervisionados em tarefas como classificacdo de
cenas, segmentagao e correspondéncia de instancias [Oquab et al. 2024].



3.4. Classificacao de Ambientes Internos

A classificagdo de ambientes internos € um campo especifico da visdo computacional que
lida com desafios como variagdo de iluminagdo, reorganizacdo de objetos e mudancgas
temporais. O dataset KTH-IDOL, proposto por [Luo et al. 2006], foi desenvolvido justa-
mente para avaliar algoritmos sob essas condi¢des, utilizando imagens coletadas por robos
em diferentes salas e condi¢des ambientais (ensolarado, nublado, noturno). Abordagens
multimodais também tém sido exploradas, como a proposta por [Anwer et al. 2019], que
combina informacdes de RGB, profundidade e textura (LBP) em redes convolucionais
para melhorar a acurdcia da classificacdo em cenas internas.

Apesar dos avancos, a maioria das abordagens supervisionadas ainda ndo avalia
sistematicamente a capacidade dos modelos de generalizar sob condi¢des visuais nao vis-
tas, como aquelas causadas por variacdes temporais ou mudancas de iluminacdo. Tra-
balhos recentes com Transformers ou CNNs geralmente testam os modelos em condi¢des
similares as de treinamento, o que limita a avaliacao da robustez dos métodos em contex-
tos reais [Zaffar et al. 2020, Masone and Caputo 2021, Garg et al. 2021].

3.5. Lacunas e Direcionamento deste Trabalho

Embora haja progresso significativo na arquitetura dos modelos de visdo, ainda persis-
tem lacunas importantes na avaliacdo de robustez frente a mudangas ambientais. Poucos
estudos utilizam protocolos experimentais com separagdo temporal entre treino e teste
ou troca explicita de condi¢des de iluminacdo. Este trabalho busca preencher parte
dessa lacuna ao comparar o desempenho do modelo auto-supervisionado DINOv2 com
arquiteturas supervisionadas consolidadas (ConvNeXt, EfficientNet, ResNet e ViT), em
um cendrio realista com o dataset KTH-IDOL2, focando na generalizagdo visual sob
condicoes varidveis tipicas de ambientes internos ndo controlados.

4. Metodologia

Neste trabalho, a metodologia adotada se fundamenta integralmente no modelo auto-
supervisionado DINOv2, que representa uma das abordagens mais recentes e robustas
no campo do aprendizado profundo aplicado a visdo computacional. A escolha por esse
modelo como eixo central da investigacao se deve a sua capacidade comprovada de apren-
der representacdes visuais generalistas, escaldveis e altamente discriminativas, mesmo
na auséncia de rétulos, o que o torna ideal para tarefas em cendrios visuais dindmicos
e desafiadores, como ambientes internos com variagdes de iluminagdo e temporalidade
[Oquab et al. 2024].

O DINOv?2 € baseado em Vision Transformers e opera segundo um mecanismo de
auto-destilacdo sem rétulos, no qual duas redes neurais idénticas em arquitetura, denomi-
nadas aluno e professor, interagem durante o treinamento. A rede aluno é otimizada para
prever as distribui¢des de saida da rede professor, que sdo calculadas a partir de diferentes
vistas da mesma imagem. Os parametros da rede professor nao sao aprendidos direta-
mente, mas atualizados como uma média mével exponencial (EMA) dos parametros da
rede aluno, conforme introduzido por [Caron et al. 2021].

As previsoes sdo geradas a partir da aplicacao de uma MLP (Multilayer Percep-
tron) aos tokens de classe ou de patch produzidos pelo ViT, seguidas de uma normaliza¢do



com softmax em diferentes temperaturas. A principal funcdo de perda utilizada é a en-
tropia cruzada entre as distribuicdes da rede professor (pt ) e da rede aluno (ps ), expressa
por:

Lpino = — Zpt log ps (1)

O DINOv?2 aprofunda esse processo incorporando uma segunda fun¢do de perda
baseada no método iBOT, que atua no nivel dos patches mascarados. Com isso, 0 modelo
¢ incentivado a prever regioes ocultas da imagem, promovendo uma compreensao espa-
cial mais refinada. Para garantir estabilidade e eficiéncia no treinamento, a metodologia
emprega o algoritmo Sinkhorn-Knopp como mecanismo de centering e o regularizador
KoLeo, que maximiza a diversidade dos vetores latentes a partir de uma estimativa de
entropia diferencial.

Além disso, o DINOv?2 utiliza técnicas computacionais de alto desempenho, como
FlashAttention, stochastic depth otimizado e paralelismo com FSDP (Fully Sharded Data
Parallel). Tais recursos possibilitam o treinamento eficiente mesmo com modelos de
grande porte, como o ViT-g/I14 com mais de 1 bilhdo de parametros. Em arquiteturas
menores, como ViT-S e ViT-L, é empregada destilacdo a partir de um professor congelado,
permitindo alcancgar alta qualidade com menor custo computacional.
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Figure 1. Arquitetura do DINOv2 adaptada de [Oquab et al. 2024].
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Essa metodologia visa, portanto, avaliar de forma sistematica o desempenho do
DINOv2 em um cendrio realista e desafiador, explorando seu potencial para generaliza¢ao
visual em ambientes internos com variacdes naturais. Ao combinar um modelo de ponta
em auto-supervisao com um conjunto de dados rico em diversidade temporal e luminosa,
buscamos compreender até que ponto as representacdes aprendidas pelo DINOv2 sdo ca-
pazes de sustentar um desempenho robusto frente a complexidade visual do mundo real.
A seguir, apresentamos os resultados obtidos e a compara¢cdo com modelos supervisiona-
dos amplamente utilizados na literatura.



5. Resultados e Discussoes

Nesta se¢do, apresentamos detalhes dos experimentos realizados para avaliar o método
proposto.

5.1. Conjunto de Dados

O KTH-IDOL? (Image Database for Indoor and Outdoor Localization) [Luo et al. 2006]
¢ um conjunto de dados desenvolvido com o objetivo de avaliar a robustez e adaptabil-
idade de algoritmos de reconhecimento visual de lugares em ambientes internos reais e
dindmicos. O dataset foi coletado no laboratério CVAP da KTH (Royal Institute of Tech-
nology), na Suécia, utilizando dois rob6s méveis, Minnie e Dumbo.

(d) Kitchen (e) Printer area

Figure 2. Imagens apresentando o interior de cada ambiente.

O ambiente de coleta é composto por cinco salas com diferentes funcionalidades:
corredor, drea da impressora, cozinha e dois escritorios. As sequéncias de imagens foram
registradas enquanto os robds percorriam trajetorias semelhantes, com variacdes de ponto
de vista devido ao controle manual. Cada imagem foi automaticamente rotulada com a
posicdo e orientagdo do robo, além do comodo em que foi capturada.

Um dos principais diferenciais do KTH-IDOL2 é a énfase na variacdo visual
causada por fatores reais, sendo as imagens adquiridas sob trés condi¢des distintas: a)
ensolarado (sunny), com forte presenca de luz solar, sombras e reflexos; b) nublado
(cloudy), com luz difusa e auséncia de sombras marcantes; e c) noturno (night), com
baixa iluminacdo ambiente e predominancia de luz artificial.

Sobre as variagdes temporais € humanas, as coletas ocorreram ao longo de
seis meses, permitindo capturar mudancas no ambiente como a presenca e auséncia
de pessoas, alteracdes na posicdo de moéveis e objetos e modificacdes na decoracdo e
reorganizacdo de salas. O banco de dados contém 24 sequéncias de imagens, sendo que
cada sequéncia possui entre 800 e 1100 quadros capturados a 5 fps. Os dados incluem
também odometria e varreduras a laser, tteis para estudos que integram percepcao visual
e localizacado.
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Figure 3. Exemplo de imagens capturadas sob diferentes condicoes de
iluminacao.

5.2. Detalhes da Implementacao

Para a execucdo dos experimentos da nossa abordagem, utilizamos a biblioteca PyTorch
em um computador Dell com uma CPU Intel® XeonT M Silver 4114 de 2,20 GHz, 128
GB de memoria principal DDR4-2133 e uma GPU NVIDIA® GeForce® RTX A4000 de
16 GB GDDRG6.

A fase de treinamento do modelo DINOv2 incluiu a otimiza¢do dos hiper-
parametros por meio de Grid Search, ajustando varidveis como learning rate, batch size,
epochs e dropout para maximizar o desempenho do modelo. Para avaliar a capacidade de
generalizagdo do modelo, foi adotada uma estratégia de transfer learning onde o treina-
mento e a validag¢ao foram realizados com imagens de uma sequéncia especifica, enquanto
o teste foi conduzido com imagens de uma sequéncia distinta, respeitando a separacdo
temporal entre os conjuntos.

5.3. Resultados

Apresentamos os resultados obtidos nos experGeneralizacdo entre Plataformasimentos
conduzidos com os modelos DINOv2 (nossa abordagem), ConvNeXt [Liu et al. 2022],
EfficientNet [Tan and Le 2019], ResNet [He et al. 2016] e ViT [Dosovitskiy et al. 2021]
aplicados a tarefa de classificacdo de ambientes internos no dataset KTH-IDOL2. As
andlises foram organizadas em duas etapas complementares, com o objetivo de avaliar
a robustez dos modelos frente a variacdes temporais e alteracdes nas condicdes de
iluminacdo, ambas caracteristicas naturais e frequentes em ambientes reais.

Na primeira parte, investigamos a capacidade dos modelos de generalizar ao longo
do tempo, ou seja, diante de mudancas na disposicdo de objetos, presenca de pessoas,
modificacdes na decoragdo e outras transformagdes naturais que ocorrem entre capturas
feitas em diferentes momentos. Na segunda parte, analisamos o impacto das condi¢des
de iluminacao na acurdcia dos modelos, considerando trés cendrios distintos: ensolarado,



nublado e noturno. A seguir, sdo apresentados os resultados obtidos em cada cendrio
experimental, acompanhados de andlises comparativas entre os modelos e discussdo dos
principais resultados.

5.3.1. Avaliacao Temporal

Nesta primeira anélise, avaliamos a capacidade dos modelos de generalizar sob variagdes
temporais em ambientes internos, considerando mudangas naturais que ocorrem com O
passar do tempo, como alteracdes na disposi¢ao de objetos, movimentacao de moéveis,
presenca ocasional de pessoas e modificagdes na iluminagdo ambiente. Adotamos um
protocolo experimental em que o treinamento e a validagdo foram realizados utilizando
as sequéncias 1 e 2, enquanto o teste foi conduzido com as sequéncias 3 e 4, capturadas
meses depois, no mesmo ambiente. Dessa forma, é possivel avaliar a robustez dos mode-
los frente a evolugdo visual dos espacos, evitando o sobreajuste a padrdoes momentaneos.

Dumbol?2 sunny34 cloudy34 night34
Modelo Acuracia (%) Acuracia (%) Acuracia (%)
ViT 91.84 92.72 92.30
EfficientNetBO 93.95 91.02 94.22
Resnet152 94.56 92.62 94.01
ConvNeXt-base 95.64 95.36 95.82
DINOv2 96.77 97.06 96.33

Table 1. Resultados dos experimentos ao treinar e testar sob a mesma condigao
de iluminacao, mas utilizando sequéncias diferentes, para a plataforma Dumbo.

Na Tabela 1, apresentamos os resultados obtidos na plataforma Dumbo, utilizando
as sequéncias 1 e 2 para treinamento e validacdo, e as sequéncias 3 e 4 para teste, man-
tendo a mesma condicao de iluminagdo entre os conjuntos. Essa configura¢do permite
avaliar o impacto da variacao temporal, isolando outros fatores como mudanga de dominio
visual ou iluminagdo.

Observa-se que todos os modelos supervisionados apresentam desempenho satis-
fatério, com acuracia acima de 91% em todos os cendrios. No entanto, o modelo DINOv2
superou todas as demais arquiteturas em todas as condi¢des de iluminagdo avaliadas,
alcancando 97,06% de acuricia no cendrio nublado (cloudy) e mantendo desempenho
elevado mesmo na condi¢@o ensolarada (96,77%, sunny) e noturna (96,33%, night).

A Tabela 2 apresenta os resultados obtidos na plataforma Minnie, também con-
siderando treinamento e validac@o nas sequéncias 1 e 2, e teste nas sequéncias 3 e 4, com
a mesma condi¢do de iluminacao entre os conjuntos. Embora os valores de acurédcia sejam
ligeiramente inferiores aos obtidos na plataforma Dumbo, o modelo DINOv2 manteve-se
como o de melhor desempenho em todas as condigdes.

O DINOv?2 atingiu 93,75% de acuracia sob condi¢ao ensolarada (sunny), 90,80%
em nublado (cloudy) e 92,93% a noite (night), superando os modelos supervisionados
em todos os casos. Os demais modelos apresentaram maior variagdo de desempenho,

com quedas mais acentuadas especialmente em ambientes nublados, como observado no
EfficientNetBO0 (83,68%) e no ViT (86,20%).



Minnie sunny34 cloudy34 night34

Modelo Acuracia (%) Acuracia (%) Acuracia (%)
EfficientNetBO 85.03 83.68 91.92
ConvNeXt-base 91.23 89.41 89.12
Resnet152 9191 86.94 87.66
ViT 92.49 86.20 89.90
DINOv2 93.75 90.80 92.93

Table 2. Resultados dos experimentos ao treinar e testar sob a mesma condigao
de iluminagao, mas utilizando sequéncias diferentes, para a plataforma Minnie.

Esses resultados reforcam o comportamento consistente do DINOv2 frente as
mudangas temporais, mesmo em uma plataforma com cidmera em altura diferente e
possiveis variagdes de perspectiva, como € o caso da Minnie. A robustez apresentada pelo
modelo auto-supervisionado o destaca como uma solug@o promissora para aplicacOes de
classificagao visual em ambientes reais, sujeitos a modificagdes ao longo do tempo.

5.3.2. Avaliacao por Condicoes de Iluminacao

Nesta etapa, investigamos a robustez dos modelos frente a diferentes condi¢des de
iluminacdo, um fator critico para tarefas de classificacdo visual em ambientes reais. A
variacdo na iluminacdo afeta diretamente a aparéncia das cenas, com alteracdes em con-
traste, sombras, reflexos e intensidade luminosa, caracteristicas que podem comprometer
a estabilidade dos modelos supervisionados tradicionais.

Adotamos um protocolo em que os modelos foram treinados e validados em uma
determinada condicdo de iluminagdo (por exemplo, ensolarado) e testados em outra dis-
tinta (por exemplo, nublado ou noturno), sempre utilizando sequéncias diferentes para
garantir separacao temporal. Essa abordagem permite avaliar até que ponto cada modelo
consegue generalizar visualmente para cendrios com iluminagao diversa, sem exposi¢ao
prévia a essas variagoes.

A Tabela 3 apresenta os resultados obtidos na plataforma Dumbo, considerando o
cendrio de variacdo entre condi¢des de iluminagdo. Neste experimento, os modelos foram
treinados com dados de duas condi¢des de iluminacdo (por exemplo, sunny e cloudy) e
testados com dados de uma terceira condi¢do ndo vista durante o treinamento (night).
Essa configuracdo permite avaliar diretamente a capacidade de generalizacdo visual dos
modelos a condi¢des de iluminacao desconhecidas.

Observa-se que, embora todos os modelos supervisionados tenham apresentado
desempenho razodvel nas condi¢des ensolarada e nublada, houve uma queda significa-
tiva quando testados em ambiente noturno, com destaque para o ViT, que obteve apenas
81,24% de acuricia nesse cendrio. O modelo DINOv2, por outro lado, demonstrou exce-
lente estabilidade entre as condi¢des, atingindo 98,21% na condi¢do ensolarada (sunny),
96,94% em nublado (cloudy) e 93,81% a noite (night), a maior entre todos os modelos
em todos o0s casos.

Esses resultados refor¢cam a robustez do DINOv?2 a variagdes de iluminagao, evi-
denciando sua capacidade de aprender representacdes visuais menos sensiveis a artefatos



Dumbo sunny3 cloudy3 night3

Modelo Acuracia (%) Acuracia (%) Acuracia (%)
ViT 88.74 87.54 81.24
EfficientNetBO 91.47 94.97 86.65
Resnet152 94.84 95.41 88.10
ConvNeXt-base 95.26 95.63 92.75
DINOv2 98.21 96.94 93.81

Table 3. Resultados dos experimentos ao treinar com as sequéncias 1 e 2 de
diferentes condicoes de iluminacao e teste com a sequéncia 3 condicao restante,
para a plataforma Dumbo.

luminosos, como sombras e variagdes de intensidade. Essa caracteristica é especialmente
relevante para aplicagdes em ambientes ndo controlados, onde mudancas nas condi¢des
de iluminacao ocorrem de forma imprevisivel.

A Tabela 4 apresenta os resultados obtidos na plataforma Minnie, seguindo o
mesmo protocolo de avaliacdo por condicao de iluminacdo: os modelos foram treina-
dos com duas das trés condicdes disponiveis e testados com a condi¢do restante, nunca
vista durante o treinamento. Assim como na plataforma Dumbo, os resultados eviden-
ciam uma diferenca de desempenho entre os modelos supervisionados e o modelo auto-
supervisionado DINOv2.

Minnie sunny3 cloudy3 night3
Modelo Acuracia (%) Acuracia (%) Acuracia (%)
ConvNeXt-base 80.18 92.51 90.11
EfficientNetBO 81.85 86.91 89.78
ViT 84.81 87.81 82.83
Resnet152 85.01 92.95 87.83
DINOv2 92.70 94.85 93.59

Table 4. Resultados dos experimentos ao treinar com as sequéncias 1 e 2 de
diferentes condicoes de iluminacao e teste com a sequéncia 3 condigao restante,
para a plataforma Minnie.

Embora alguns modelos supervisionados tenham apresentado resultados compet-
itivos em condicodes especificas — como a ResNet152 em nublado (92,95%, cloudy), a
maioria demonstrou maior sensibilidade as mudangas de iluminagdo, com quedas expres-
sivas no cendrio ensolarado. O ConvNeXt-base, por exemplo, obteve apenas 80,18% nesse
cendrio, enquanto o ViT teve desempenho ainda inferior a noite (82,83%, night).

O modelo DINOv2 novamente se destacou, com os melhores resultados em to-
das as condigdes: 92,70% (sunny), 94,85% (cloudy) e 93,59% (night). A consisténcia
apresentada pelo DINOv2, mesmo diante de uma plataforma com caracteristicas visuais
distintas, como a posi¢do da camera da Minnie, reforca sua capacidade de abstracdo visual
e generalizacdo frente a variacdes luminosas.

Os resultados apresentados nesta secao demonstram de forma consistente que o
modelo DINOv2 supera as arquiteturas supervisionadas em cendrios com variagdo de
iluminacgdo, tanto na plataforma Dumbo quanto na Minnie. Enquanto os modelos su-



pervisionados mostraram maior oscilacdo de desempenho, especialmente em condi¢des
mais extremas como ambientes ensolarados e noturnos, o DINOv2 manteve alta acuracia
e estabilidade entre diferentes cendrios, mesmo quando exposto a condi¢des de teste ndo
vistas durante o treinamento.

Esses achados indicam que as representacdes aprendidas de forma auto-
supervisionada pelo DINOv2 sao menos sensiveis a artefatos visuais induzidos pela
iluminacdo, como sombras, reflexos e baixa luminosidade. Tal robustez é especialmente
desejavel em aplicacdes do mundo real, como robdtica movel e sistemas autdnomos, nos
quais a variabilidade das condi¢des visuais € inevitavel.

Portanto, a avaliacdo por condi¢do de iluminacdo reforca as evidéncias de que o
DINOv2 nao apenas atinge melhor desempenho em termos de acurdcia, mas também ofer-
ece maior generalizacdo e adaptabilidade visual, consolidando-se como uma alternativa
promissora para tarefas de classificacdo de ambientes em cendrios ndo controlados.

6. Consideracoes Finais

Este trabalho apresentou uma andlise comparativa entre 0 modelo auto-supervisionado
DINOv2 e arquiteturas supervisionadas amplamente utilizadas, como ConvNeXt, Effi-
cientNet, ResNet e ViT, aplicadas a tarefa de classificacdo de ambientes internos utilizando
o dataset KTH-IDOL2. Os experimentos foram conduzidos com foco em dois desafios
comuns em ambientes reais: variacao temporal e alteracdes nas condi¢des de iluminagao.

Os resultados mostraram que, embora os modelos supervisionados apresentem
desempenho competitivo em cendrios controlados, o DINOv2 obteve acurdcia superior e
mais estdvel em todas as condi¢Oes avaliadas. Em cendrios com mudangas temporais,
que envolvem modificagdes no ambiente ao longo do tempo, e sob diferentes condi¢des
de iluminac¢ado (ensolarado, nublado e noturno), o DINOv2 demonstrou maior robustez e
capacidade de generalizacdo, alcancando acuricia de até 98,21%.

Esses achados reforcam o potencial do aprendizado auto-supervisionado como
uma abordagem eficaz para tarefas de classificagdo visual em ambientes dindmicos e nao
controlados, onde o acesso a grandes volumes de dados rotulados nem sempre € viavel. O
desempenho consistente do DINOv2 diante de diferentes fontes de variagao visual indica
que esse tipo de modelo pode ser especialmente util em aplicacdes como robdtica movel,
navegacdo autdbnoma e sistemas inteligentes de percepg¢ado visual.

Como trabalho futuro, pretende-se explorar a combinagao de representagcdes auto-
supervisionadas com técnicas de agregacao espacial, além da avaliacdo em outros datasets
e cendrios de dominio cruzado, ampliando o escopo da andlise para contextos ainda mais
desafiadores.



References

Anwer, R. M., Khan, F. S., Laaksonen, J., and Zaki, N. (2019). Multi-stream convolu-
tional networks for indoor scene recognition. In Computer Analysis of Images and
Fatterns: 18th International Conference, CAIP 2019, Salerno, Italy, September 3-5,
2019, Proceedings, Part I 18, pages 196-208. Springer.

Barros, T., Pereira, R., Garrote, L., Premebida, C., and Nunes, U. J. (2021). Place recog-
nition survey: An update on deep learning approaches. CoRR, abs/2106.10458.

Caron, M., Touvron, H., Misra, 1., Jégou, H., Mairal, J., Bojanowski, P., and Joulin, A.
(2021). Emerging properties in self-supervised vision transformers. arXiv preprint
arXiv:2104.14294.

Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Unterthiner, T.,
Minderer, M., Heigold, G., Gelly, S., Uszkoreit, J., and Houlsby, N. (2021). An image
is worth 16x16 words: Transformers for image recognition at scale. In International
Conference on Learning Representations (ICLR).

Garg, S., Fischer, T., and Milford, M. (2021). Where is your place, visual place recogni-
tion? CoRR, abs/2103.06443.

He, K., Zhang, X., Ren, S., and Sun, J. (2016). Deep residual learning for image recogni-
tion. In Proceedings of the IEEE conference on computer vision and pattern recogni-
tion, pages 770-778.

Liu, Z., Mao, H., Wu, C.-Y., Feichtenhofer, C., Darrell, T., and Xie, S. (2022). A convnet
for the 2020s. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR).

Luo, J., Pronobis, A., Caputo, B., and Jensfelt, P. (2006). The KTH-IDOL?2 Database.
Technical Report CVAP304, KTH Royal Institute of Technology, CVAP/CAS, Stock-
holm, Sweden.

Masone, C. and Caputo, B. (2021). A survey on deep visual place recognition. /EEE
Access, 9:19516-19547.

Oquab, M., Darcet, T., Moutakanni, T., Ramé, A., Taylor, L., Misra, I., and Caron, M.
(2024). Dinov2: Learning robust visual features without supervision. Transactions on
Machine Learning Research, published online.

Pronobis, A., Jie, L., and Caputo, B. (2010). The more you learn, the less you store:
Memory-controlled incremental svm for visual place recognition. Image and Vision
Computing, 28(7):1080-1097.

Tan, M. and Le, Q. V. (2019). Efficientnet: Rethinking model scaling for convolutional
neural networks. In Proceedings of the 36th International Conference on Machine
Learning, pages 6105-6114. PMLR.

Wang, R., Shen, Y., Zuo, W., Zhou, S., and Zheng, N. (2022). Transvpr: Transformer-
based place recognition with multi-level attention aggregation. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 13648—
13657.



Zaffar, M., Ehsan, S., Milford, M., Flynn, D., and McDonald-Maier, K. D. (2020). Vpr-
bench: An open-source visual place recognition evaluation framework with quantifi-
able viewpoint and appearance change. CoRR, abs/2005.08135.

Zhang, X., Wang, L., and Su, Y. (2021). Visual place recognition: A survey from deep
learning perspective. Pattern Recognition, 113:107760.

Zhou, B., Lapedriza, A., Xiao, J., Torralba, A., and Oliva, A. (2014). Learning deep
features for scene recognition using places database. Advances in neural information
processing systems, 27.



