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Abstract. In healthcare, uncertainty moments are frequent, especially when they

come from diseases with similar signals and symptoms. This work proposes a

mobile health application based on predictive classifiers as inference mecha-

nism capable to support health professionals in the identification of diseases

transmitted by the Aedes Aegypti mosquito. The proposed system identifies the

most probable disease in the case of dengue and chikungunya, given a set of

symptoms presented by a patient. This work evaluates the experiments by cross-

validation using real data, and the results show that decision tree perform well

for the proposed solution.

1. Introduction

Latest technologies have transformed the way people live and communicate. In health-

care [Manirabona et al. 2017], for example, developments of prostheses and mechanical

arms used in surgeries are already a reality. In information and communication technolo-

gies, smart decision support systems (DSSs) try to find solutions capable to improve the

outcome of extremely complex processes.

For several reasons, moments of uncertainty often occur in medicine and health-

care. Some diseases have similar or identical symptoms, requiring specific evaluations

for a more accurate diagnosis. In some cases, tests are not able to provide a correct di-

agnosis. DSSs propose interesting contributions for problem-solving involving lack of

information. DSSs embedded in mobile technologies can infer a more reliable result in

an automated manner at any time and any where [Laguna and Finat 2013]. The appli-

cation of these systems on health has brought several benefits to both physicians and

patients, improving medical care and supporting professionals in the decision-making

process [Gardini et al. 2013, Raffaeli et al. 2016, Joseph and Brown 2017]. Although it
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is recommended that patients have a medical appointment when present symptoms of

dengue or chikungunya, this process may be time-consuming in several countries, such

as Brazil, given the pressure of population that demands healthcare services. The Aedes

Aegypti mosquito mitigation, which is the transmitter of these diseases, has become the

primary target of public health campaigns, in Brazil, last times. According to the Ministry

of Health, more than R$ 20 million (Brazilian real) were released, in 2016, to combat the

mosquito [Brazil 2016b]. Some initiatives have been taken to stem its progress. However,

mosquitoes develop rapidly and replicate quickly in favorable environments.

DSSs can assist health specialists and general population in the process of iden-

tifying mosquito-related diseases and their severity, which are commonly confused, due

to the similarity of their symptoms. In the same way, using mobile technology, together

with intelligent systems, can contribute to the reduction of queues in hospitals when re-

lated to these diseases. In this context, this study proposes a mobile system to identify

diseases transmitted by the Aedes Aegypti mosquito, using classification methods. From

the user-informed symptoms, via the user interface provided by the application, the sys-

tem calculates the probability of the patient being infected with dengue or chikungunya

through a supervised machine learning (ML) algorithm. The system can be used by both

doctors and users in uncertainty moments on triage. The objective of the proposed system

is to contribute for fighting against this mosquito, as well as the diseases that it transmits.

The rest of the paper is organized as follows. Section 2 deals with works related

to smart DSSs, both in several knowledge areas and applied to healthcare. Section 3 deals

with the use of classifiers, highlighting those based on probabilistic models and decision

trees. Data pre-processing and sorting are considered in Section 4. Section 5 presents

and describes the created mobile solution and, finally, Section 6 concludes the paper and

suggests further works.

2. Intelligent Approaches to Support Decision-making Process

Decision Support Systems (DSSs) use several strategies to solve a given problem related

to the topic under study. Some approaches apply inductive inference to adapt to new

situations while other methods use probability-based mathematical models for informa-

tion and knowledge discovery in large data sets. Another well-known method is ML,

which is a well-known artificial intelligence tool under use. This approach uses pattern

recognition to perform deductions from a set of examples. A learning model classifies a

particular class through its attributes, which helps prediction rules to treat new situations,

for instance, to generate a precise diagnosis [Stange and Neto 2010]. Both approaches

have evolved rapidly and many methods already produce reliable results in different sit-

uations [Faceli et al. 2015]. Thus, this work uses supervised ML algorithms based on

probabilistic methods and search. This approach involves data mining (DM) statistical

models that identify the data arrangement in a sample. The classifiers based on Bayes’

theorem are examples of this strategy. The search-based methods represent other lead-

ing techniques group. The tree-based models determine a hierarchical data description.

Decision trees and adaptive systems are approaches that fit this strategy. Therefore, it

is possible to find several applications for each approach and the above-mentioned data

classification strategies. In Morais and Fechine [Morais and Fechine 2013], the authors

use a system to support the teacher in the decision-making process. The paper analyzes

the most relevant factors in a distance education course. This system uses DM tech-

✑ ✒ ✓ ✔ ✕ ✖ ✗ ✘ ✗ ✙ ✚ ✛ ✜ ✢ ✣ ✤

✣ ✥ ✦



niques in a virtual learning environment (VLE) to classify educational data, to know,

decision trees and Bayesian networks (BNs). Both techniques presented similar results.

Thanathornwong et al. use a system for predicting dental whitening procedure results.

This work applies multiple regression equations in a set data of CIELAB color coor-

dination, before and after the procedure. Results show this method can predict other

cases precisely [Thanathornwong et al. 2016]. Teles et al. present a DSS focused on the

dengue diagnosis and its severity. This system uses BNs to support dengue diagnosis in

uncertainty cases. The system analyzes user data (symptoms) and infers about the dis-

ease severity [Teles et al. 2014]. In [Moreira et al. 2016a] the authors use BNs to support

decision making in uncertainty moments. This research develops an inference mecha-

nism based on ML techniques using the Naı̈ve Bayes (NB) classifier in a health database

to classify hypertensive disorders in pregnancy focusing on the preeclampsia care. This

system analyzes the data disposition and sort them in the network. From the symptoms

presented by the pregnant woman, the system infers the severity of the case using sta-

tistical data. Results show this approach can assist the specialist in the preeclampsia

diagnosis. This method proved to be accurate even with a small amount of data. Ayyaz

et al. use mathematical models to simulate epidemics, creating preventive measures to

combat diseases with epidemic characteristics. The presented models can identify the

spread disease particularities and predict with reasonable efficiency where can occur epi-

demic problems. The work shows an application for Aedes Aegypt mosquito propagation

[Ayyaz et al. 2015]. Moreira et al. compare the Naive Bayes method with the J48 deci-

sion tree-based classifier. This paper analyzes a data set related to hypertensive disorders

in pregnancy to evaluate complications in gestation using a confusion matrix and its pre-

dictive parameters. Although the two classifiers have presented close values, the results

show that J48 decision tree algorithm is the classifier with greater precision for this situa-

tion [Moreira et al. 2016c].

3. Using Classifiers in Smart DSSs as strategy to control the Aedes Aegypti

Mosquito

A physician needs to follow a particular procedure to give a diagnostic. Firstly, the physi-

cian analyzes the information presented by the patient to formulate an hypothesis; then,

requests exams to validate it, providing a more accurate diagnosis. However, many factors

can influence the physician decision-making process, affecting the final diagnosis. The

environment, fatigue, stress, excess of patients, emotional factors, among others, can con-

tribute negatively to consultation result. Classifiers work in a similar way, though in a less

complex procedure. These approaches analyze a data set and separate it into individual

classes that rely on a set of specific or shared characteristics. The classifier seeks data in

the electronic medical records to analyze the symptoms presented in a new case. Then, it

calculates the probability for each class.

3.1. Epidemiological Context

Dengue is a problem of greater significance in Brazil due to its high mortality rate. The

vector Aedes Aegypti transmits this disease. This mosquito spreads quickly in favorable

environments, and it has been reproducing mainly because of inadequate sanitary con-

ditions and standing water exposure. The Brazilian government has already taken sev-

eral steps to mitigate the problem. Despite high expenses, the Brazilian health ministry
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had obtained no significant results, and the population infected with dengue grows each

year. This issue has become an object of the leading public campaign in the country.

Notwithstanding, this mosquito also carries virus from other diseases, such as Zika virus

and chikungunya. The incidence of these diseases has increased in recent years and has

caused significant harms to public health. The cases evolved mainly in the rainy seasons

usually by the first weeks of the year. The health ministry publicized more than 800,000

dengue cases only in 2016 [Brazil 2016a].

3.2. The Naı̈ve Bayes Classifier

Statistical assumptions characterize the Bayesian classifiers. This approach calculates

the frequency of event occurrence to define a mathematical model suitable for predicting

the result of a new event still unknown. This proposal use the Bayes’ theorem, which

calculates the probability of an event ci given an event x, P (ci|x). For example, a pa-

tient likelihood having dengue fever if it has a fever, back pain, among others symptoms.

Equation 1 shows this theorem.

P (ci|x) =
P (x|ci)P (ci)

P (x)
(1)

Where, x = (x1, x2, ..., xn) represents the set of attributes (symptoms) and c =
(c1, c2, ..., cm) the classes (diseases). P (xj), P (ci) are the a priori probabilities. Like this,

P (ci|x) are the conditional probabilities of the attributes for each class and P (x|ci) the

likelihood for new events.

The NB classifier is one of the most used Bayesian classifiers in DM. Although us-

ing a simple premise and considering the independent attributes of each other, it presents

accurate results for cases appropriate to its context. From the Bayes theorem showed in

(1), this work disregards the term P (x), since it will be the same for all the classes, thus

simplifying this theorem by obtaining (2).

P (ci|x) ∝ P (ci)
n∏

j=1

P (xj|ci) (2)

Equation 3 shows the theorem application to the diseases context, considering the

independence of symptoms among themselves.

P (Diseasei|Symp) = P (Symp1|Diseasei) · ... · P (Sympn|Diseasei) · P (Diseasei)
(3)

Figure 1 presents the nodes relationship constructed by the NB classifier. It gives

the graphical structure of the relationship between input nodes (symptoms) and output

nodes (diseases). In this case, each disease depends on the a priori probability of its

symptoms group.

3.3. The Decision Tree-based Classifier

Decision trees represent directed graph structures. Its nodes can be root nodes, where the

tree begins, nodes that divide a given attribute and generate branches, and leaf nodes that
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Figure 1. The NB classifier Representation.

contain the classification information of the algorithm. This method uses search-based

algorithms to achieve the best possible representative graphical model of the observed

experience. Figure 2 shows a decision tree construction example.

Figure 2. Example of a Decision Tree Graph.

To obtain this graphic representation it is necessary to perform several search func-

tions. Equation 4 calculates the purity degree of an attribute. The value found on attribute

divisions represents the amount of class information, e.g., the relationship between fever

and dengue fever. Thus, performing a weighted sum of this sample set, it is possible to

discover the purity degree of that attribute.

IG(X,A) = Entropy(X)−
n∑

i=1

|ni|

|N |
Entropy(X) (4)

Where X = (n1, n2, ..., nn) represents the attributes, ni expresses the size of X ,

and N is the training set. The term Entropy(X) measures the variable variation, i.e., how

difficult is to predict this variable. It is necessary to separate the attributes into distinct
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classes to find a maximum entropy. Otherwise, the entropy is zero. Thus, as much as

fever cases are distributed between dengue and chikungunya, more difficult will be their

prediction. However, as much as fever cases are distributed for one of the diseases, it

improves its prediction. Equation 5 shows the entropy equation.

Entropy(X) = −
Nclass∑

j=1

p(cj|ni) log2 p(cj|ni) (5)

The difference between the entropy of the first sets case and the partitions entropy

defines the information gain of an X attribute. Equation 5 presents this relationship.

The node that has the highest information gain determines the best attribute to be used,

simplifying the tree structure. Thus, the symptoms that have the best entropy will be at

the top of the tree.

4. Data Classification of Dengue Fever and Chikungunya

The identification difficulty of these diseases is due to its symptoms similarity. It is an

interesting research topic for artificial intelligence context. Thus, this study uses data on

diseases caused by the dengue fever mosquito for training the classifiers.

4.1. Data Analysis and Preprocessing

The data analyzed were extracted from the open data portal of the Recife prefecture,

Brazil [Recife 2016]. These data present clinical and laboratory attributes. It requires

technical or invasive procedures on its acquisition. Therefore, this work disregarded such

data, paying attention to the characteristics related to the diseases symptoms under study.

Table 1 shows the main symptoms presented by patients.

Table 1. Main Symptoms Presented by Patients.

Symptoms

Fever

Nausea

Vomiting

Arthritis

Conjunctivitis

Headache

Back pain

Muscle pain

Arthralgia intense

Pain around the eyes

Red spots on the skin

Red dots on the skin

Data about the patient’s health history can also be extremely relevant for a disease

diagnosis. Therefore, some attributes express preexisting conditions. Table 2 shows these

conditions. This study concerned to verify only prevalent diseases, with the intention to

reach ordinary people. This work truncated cases that contained missing data.

✑ ✒ ✓ ✔ ✕ ✖ ✗ ✘ ✗ ✙ ✚ ✛ ✜ ✢ ✣ ✤

✣ ✥ ✩



Table 2. Preexisting Diseases.

Diseases

Diabetes

Hepatitis/cirrhosis

Chronic kidney disease

Hypertension

The ”Month of the Year” field was separated into four periods to highlight rainy

seasons. Thus, the first weeks of the year, when more cases occur, the diseases under

study are clearly distinguished.

The database includes 1, 274 chikungunya cases and 4, 687 dengue fever cases.

Hence, performance evaluation uses the SMOTE technique to perform a data balancing

to obtain a better classification [Chawla et al. 2002]. This evaluation also performs a bal-

ancing percentage ranging between 200% to 350% depending on the algorithm behavior.

Thus, chikungunya cases numbers are close to the dengue fever cases. Some algorithms

presented better results after an attribute selection, which truncates the less relevant at-

tributes to highlight the most significant ones [Hall and Holmes 2003]. Thus, this study

also applies this strategy to some algorithms.

4.2. Data Classification

An intense search from related works to diseases’ diagnosis in doubt moments allowed

choosing the most appropriate classifier for the problem. For this, the search used pa-

rameters such as uncertainty, disease, classifiers, and DSS. It highlighted some classi-

fiers such as J48, NB, Random Forest (RF), and Bayes Net [Webb 2011] [Bradley 1997]

[Moreira et al. 2016b].

These classifiers present satisfactory results for specific situations but lose

their effectiveness when applied to other circumstances [Chakraborty et al. 2016,

Parida and Dehuri 2014]. Thus, this research concludes that there is a classifier that is

the most suitable for each situation. Therefore, a 10-fold cross-validation test indicated

the most appropriate classification for the dataset used in this work. It consists of dividing

the database into ten subsets and selecting one for testing and the remainder for learning.

This validation method uses each set only one time for the test, i.e., this procedure occurs

ten times. This method developed by [Browne 2000] is widely used in validation tests.

4.3. Performance Evaluation and Results Analysis

Performance evaluation used two preprocessing strategies: balancing and attribute selec-

tion. Table 3 shows the used mechanisms in each algorithm as well as its configura-

tions. For this, the use of different balancing and attribute selection settings reached to

20 experiments. The harmonic mean used in this study is a performance measure widely

used in forecasting tasks. Combining precision and recall, avoiding disadvantages of

simple metrics such as error rate, especially in cases of unbalanced class distributions

[Busa-Fekete et al. 2015]. Precision and recall are measures obtained by the ratio of the

positive examples and the success rate of the real class respectively. Table 3 shows the

best results achieved by each algorithm.
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Table 3. F-Measure Classification Results.
F-Measure

Algorithm Dengue Fever Chicungunya Attibute Selection Balancing

Random Tree 74.2 80.2 No 350%

Random Forest 75.4 79.7 No 320%

Naive Bayes 70.2 70.4 Yes 300%

Bayes Net 73.1 78.5 No 350%

According to table 3, the algorithms based on decision tree presented better results

for the data set considered in this work. Table 4 shows the confusion matrix for the

two considered algorithms. The confusion matrix shows the relationship between the

real cases and the cases classified by the algorithm. This model allows to discover the

sensitivity and specificity.

Table 4. Confusion Matrix.
Bayes Net

❳
❳

❳
❳

❳
❳

❳
❳

❳
❳

❳❳

Real

Classified
D C

Dengue Fever 3387 1300

Chicungunya 1192 4741

Random Forest
❳

❳
❳

❳
❳

❳
❳

❳
❳

❳
❳❳

Real

Classified
D C

Dengue Fever 3426 1261

Chicungunya 972 4378

The symptoms presented by the diseases are very similar and are easily confused.

The matrices show the relationship between the classes predicted by the algorithms and

their real values. Both algorithms make mistakes in the classification of some cases.

However, the results are relevant, indicating excellent predictors for identifying signif-

icant number of cases. The more specific used attributes would certainly improve this

prediction. However, since the objective proposed by this work is to perform a first pa-

tient screening, it would not be feasible to use such attributes.

Table 5. Random Forest Classifier Results.
Precision Measurements

Precision Recall F-Measure ROC Area

Dengue Fever 77.6 81.8 75.4 85.6

Chikungunya 77.9 73.1 79.7 85.6

The RF classifier performed well, in average. The ROC area presents appropriate

values. However, the precision, recall, and F-Measure show the classifier’s deficiency

in handling the furnished data. The relationship between sensitivity and specificity pro-

vides these measures, calculated from false positive, false negative, true positive, and true

negative values. These indicators estimate the system reliability [Powers 2011].

5. Mobile Solution to Support Experts in the Decision-making Process

From the analysis of the algorithms, it was possible the development of a remote sys-

tem dedicated to first care systems for patients with suspicion of the diseases under study.

The system receives HTTP requests from any application (containing the patient disease’s
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symptoms) and returns the probability for each illness and explanation for the suggested

diagnosis results. The RF classifier processes the data. This approach had the best adap-

tation for each case under study, showing better results in the classification process. This

research also developed a mobile application that captures a set of symptoms reported

by the patient from an objective questionnaire. After filling the survey, the users’ inter-

face provides a button for classifying the user’ symptoms. After, it sends the obtained

classification from the patient to a remote server, as shown in Figures 3 and 4.

Figure 3. Some Mobile Application User’s Interface.

The system offers a collaboration option of experts on healthcare. After vali-

dation of the CRM (Brazilian Regional Medical Record), experts can increase the sys-

tem with new cases. The remote system database receives the increased data. Figure 3

(third screen) shows this functionality. Figure 4 shows the proposed architecture for the

model. With more cases registered in the database, the algorithm can train on different

situations and improve its prediction accuracy. The dataset formed by 5, 961 cases of

diseases under study was used to prepare the application. The Apache Tomcat frame-

work, available at http://tomcat.apache.org was used to develop the Web sys-

tem using JAVA EE, and the WEKA API performed the classifications. This API can

be found on “Data Mining Software in Java” [Frank et al. 2016]. The API has several

classification algorithms widely used in DM. The Data Server uses MySQL, available

in https://www.mysql.com. The system runs in the cloud, supporting multiples

requests simultaneously. The mobile application development in JAVA uses the IDE plat-

form Android, named Android’s Official Studio. It uses the SDK Android 22. It is avail-

able for devices with versions from 4.0 (Jelly Bean). Other applications can also send

HTTP requests to the system.

6. Conclusion and Future Work

The analysis of different strategies is essential in prediction processes and DM. The al-

gorithms comparison applied to particular problems are determinant in any ML practice.

The uniqueness of data precludes a deduction efficient because the algorithms can behave
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Figure 4. Simplified Illustration of the System Architecture.

differently in individual cases. Finding a classifier that presents better results for a given

data set is substantial for a system success. The decision tree-based classifier, named RF,

although showed high values to predict all the diseases proved to be very useful for the

system requirement. Each symptom can be presented in various illness transmitted by the

mosquito and it has an absolute randomness, which complicates the classification. How-

ever, the accuracy given by the system has significantly relevance to control the population

uncertainty and help health professionals about these diseases. This work concludes that

the proposed system offers a significant contribution to the society, in general, supporting

also health professionals to combine the patient symptoms to the right disease precisely,

functioning as a query tool for users in general.

The created application only considers attributes and symptoms identified in a

case analysis available on a single database. In this way, further works propose the cre-

ation of an adaptive system for new attributes or classes in the network, improving the

data prediction. Other diseases transmitted by the Aedes Aegypt mosquito is an important

research topic. Zika fever represents a dangerous disease transmitted by the same vector

and has caused serious harm in the population. There is an increased occurrence of mi-

crocephaly in the country associated with this disease (Brazil), considered as a national

urgency [Luz et al. 2015]. The public records lack for this illness made it impossible for

their inclusion in the classification process of this research.
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