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Resumo. Esta tese apresenta uma arquitetura para provisionamentoé&ngex

de servicos entre ddmosopticos. A arquitetura apresentada nesta tese oferece
uma camada de servigos que facilita a intétagntre diferentes ddmos ad-
ministrativos. Todas as interaes para troca de inform&gs de roteamento e
estabelecimento de cori@s §io feitas na camada de servigos. Internamente a
cada donmio, os caminhos de lu&e estabelecidos usando tecnologias locais
tais como a arquitetura GMPLS (Generalized Multiprotocol Label Switching)
ou ASON (Automatic Switched Optical Network). &ar o provisionamento de
servigcos entre doimios é realizado @o pelo plano de controle, mas sim pelo
plano de servicos implementado com a tecnologia Web Services. Os resultados
apresentados indicam que o provisionamento de servi¢cos realizad@atda
camada de servicos facilita e flexibiliza as intébag entre doimios oferecendo
aos provedores um NOVO mecanismo para suporte a estas ideac

1. Introducao

A automacao proposta pelas arquitetur@eneralized Multiprotocol Label Swit-

ching (GMPLS) [Mannie 2004] eAutomatically Switched Optical NetwortASON)

[ASON 2001] &, sem dlvida, algo essencial para as empresas provedoras de servicos
(Internet Service Providers - ISPs Tal automacao permite que o estabelecimento de
conexdes seja feito de forma rapida evitando, desta maneira, a intervencao humana e per-
mitindo a oferta de novos servigos que atenda a demanda dos clientes. Porém, a grande
dificuldade atual relacionada ao estabelecimento de conexdes ocorre quando tais conexdes
precisam atravessar varios dominios administrativos diferentes. Enquanto as arquiteturas
GMPLS e ASON apresentam solucdes bem definidas e amplamente discutidas para se-
rem usadas localmente por um dominio, as intera¢des inter-dominios ainda se encontram
em um estado bastante inicial de padronizacao. Definir solugdes para provisionamento de
servicos intra-dominios & tecnicamente mais facil. O estabelecimento de conexdes locais
em um dominio pode ser feito utilizando solu¢des locais, proprietarias ou padronizadas.

*Estaéa disponivel entt t p: / / www. dca. f ee. uni canp. br/ ~verdi / pub/tese. pdf.
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Localmente, cada administrador pode estabelecer conexoesyerhanual ou da forma

mais automatizada possivel utilizando, por exemplo, GMPLS ou ASON. Porém, o esta-
belecimento de conexdes que atravessam varios dominios ndo somente envolve aspectos
técnicos mas, também, aspectos de negocios que caracterizam os varios tipos de relacio-
namentos existentes entre os dominios.

Esta tese & uma alternativa em relacao a forma como o estabelecimento de servigos
entre dominios vem sendo proposta. Enquanto os 6rgaos de padronizacao apostam em ex-
tensdes nos protocolos atuais para suportar o estabelecimento de conexdes opticas entre
dominios, entendemos que tais extensdes nao serao colocadas em pratica a curto ou tal-
vez a médio prazo. Tais extensdes visam principalmente suportar o estabelecimento de
servicos (tipicamente conexoes) levando-se em consideracao aspectos QuglapQf
Servicd. O principal problema neste tipo de cenario esta relacionado com as extensoes
que precisam ser feitas ao protocolo de roteamento entre dominios, especificamente o
BGP Border Gateway Protocd[Rekhter and Li 2006], cuja funcionalidade principal &

a divulgacao de alcancabilidade entre prefixos de rede.

Neste sentido, este trabalho propde a criacao de uma camada de servicos onde
cada dominio possa oferecer servigcos especificos para entidades externas (clientes e ou-
tros dominios) sem depender das extensdes necessarias aos protocolos usados no plano
de controle. Desenvolvemos uma arquitetura para provisionamento e geréncia de servicos
entre dominios opticos de forma que cada dominio € visto como um conjunto de servi¢os
gue podem ser invocados para realizarem tarefas relacionadas ao estabelecimento de co-
nexdes entre dominios.

A arquitetura desenvolvida neste trabalho facilita a forma como os dominios inte-
ragem uma vez que cada dominio expde suas capacidades na forma de interfaces. Uma
consequéncia imediata desta solucao € o rapido desenvolvimento de servigos sem preci-
sar esperar pela definicao de padrdes que especifiquem como as interacdes entre dominios
deveriam ocorrer. A arquitetura apresentada nesta tese vai ao encontro de uma tendéncia
atual que se caracteriza por abstrair os detalhes de como os servi¢os sao oferecidos.

Nesta tese identificamos alguns dos servigos que sao necessarios para o forneci-
mento de conexdes e VPNs entre dominios 6pticos. Além disso, empregamos um conceito
conhecido como topologia virtua¥iftual Topology - V) que abstrai os detalhes fisicos
internos de cada dominio 6ptico. Cada dominio 6ptico define sua VT conforme as ca-
pacidades fisicas locais seguindo politicas de relacionamento com seus pares. Uma VT
pode representar o interesse momentaneo do dominio o6ptico em atrair conexodes. A idéia
principal da VT & criar na camada de servicos um modelo de oferta e procura por co-
nexoes que atendam os requisitos pelo menor preco. O conceito de VT foi implementado
através do servico de divulgacddyertising Service - ASTal servico, aléem de divulgar
as topologias virtuais, também distribui as informacdes de correla¢ao de portas das VPNs.

A implementacao da arquitetura foi realizada usawtd Servicesuma tecno-
logia atual e que vem sendo utilizada como uma forma de instanciar a arquietdra
vice Oriented ArchitecturdSOA). O modelo SOA caracteriza-se principalmente pela
interacao entre servigos através do fraco acoplamento e age como um facilitador para
a definicao dos servicos e interacdes de negbcios entre os dominios. Nesta tese, todos 0s
servicos que fazem parte da camada de servigcos foram implementadoSvetnservi-
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ces Alem dos modulos que compdem a camada de servicos, definimos também moédulos
regponsaveis pela geréncia local em cada dominio. Basicamente foram definidos médulos
para controle de admissao, aplicacao de politicas, controle de falhas locais e geréncia de
recursos.

Este texto esta organizado da seguinte forma: a proxima secao apresenta o me-
canismo de topologias virtuais. Na Secao 3, apresentamos a arquitetura para o provisio-
namento de servicos entre dominios. Apresentamos os modulos internos da arquitetura
e 0s modulos que compdem a camada de servicos. Na Secao 4 concluimos este trabalho
discutindo as contribui¢cOes desta tese.

2. O Mecanismo de Topologias Virtuais

O conceito de topologia virtua¥{rtual Topology - V) permite abstrair os detalhes fisicos

da rede optica internos a um determinado dominio. Uma VT & formada por enlaces virtu-
ais que representam as conexdes opticas dentro de um dominio e possuem caracteristicas
especificas de protecao, largura de banda, preco, etc. Tais conexdes 6pticas sao conhe-
cidas comd-orwarding Adjacencie¢FAs) [Farrel et al. 2005]. A maneira como tais co-
nexdes sao estabelecidas € uma decisao local. Este mecanismo & uma das vantagens
iniciais do conceito de VT: manter a independéncia de cada dominio e a nao divulgacao
dos detalhes internos ao dominio.

Neste trabalho definimos duas formas para a obtengao da topologia virtual
[Verdi et al. 2006c]. A primeira considera grupos de dominios organizados na forma de
condominios. Dentro de cada condominio a divulgacao das topologias virtuais ocorre
seguindo um modelo de negbcios onde cada dominio divulga a VT para todos os outros
dominios dentro do mesmo condominio. Chamamos este modelo de nragdioNo
modeloPushas relacdes BGP sao enfraquecidas. A divulgacao de uma VT significa que
o dominio aceita receber conexdes sobre uma topologia diferente daquela divulgada pelo
BGP. O modeldPushconsidera que as relacdes entre dominios sao mais confiaveis se-
melhantemente ao modelo de panesgfing atualmente usado pelo BGP. O modelo de
pares considera um acordo entre dominios pelo qual trafegos dos proprios dominios e de
seus clientes sao transferidos sem custo para os dominios envolvidos.

O conceito de condominios vem sendo analisado principalmente pelo grupo da
rede CANARIE no Canada [CANARIE Project 2006]. Tal grupo considera a formacao
de condominios de escolas, universidades, municipios, bairros, etc. Alguns exemplos de
organizacao relacionados com condominios podem ser encontrados em [CivicNet 2001,
Stokab 2006].

O outro modelo para obtencao de VTs considera a hierarquia atual da Internet
organizada na forma d&utonomous Systeni8Ses). Neste caso, as VTs nao sao di-
vulgadas pelos dominios, mas sao obtidas sob demanda seguindo rotas BGP especificas
escolhidas pelo dominio que deseja estabelecer uma conexao entre dominios. Chamamos
de modeloPull ou on-demand O modeloPull usa as tabelas BGP para obter possiveis
rotas para um determinado destino. Quando um dominio deseja estabelecer uma conexao
entre dominios, primeiramente ele obtém as rotas locais divulgadas pelo BGP que alcan-
cem um destino desejado. Com estas rotas, o dominio local obtém as VTs apenas dos
dominios que compdem as rotas BGP e entao calcula um caminho até o destino. A Figura
1ilustra o cenaridull.
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Figura 1. Obtendo VTs (Modelo Pull).

Suponha que o dominio A deseje estabelecer uma conexao com o dominio D. Para
isto, o dominio A obtém das tabelas BGP locais as rotas que alcancem D. A quantidade
de rotas a ser obtida depende da quantidade de provedores aos quais o dominio A esta
conectadoNlulti-homing. Neste exemplo, o dominio A possui apenas o dominio B como
provedor e, portanto, apenas uma rota para D & obtida. Apos obter esta rota, o dominio
A deve perguntar para cada dominio da rota a VT para o proximo dominio em direcao ao
destino. No exemplo da Figura 1, o dominio A obtém do dominio B a VT que conecta o
dominio B com o dominio C para chegar em D. Esta operacao é feita para cada dominio
na rota obtida.

Se, através das rotas BGP locais nenhum caminho que atenda os requisitos de
QoS €& encontrado, o dominio local pode “subir” um nivel na hierarquia de ASes e obter
as rotas BGP nao divulgadas pelos seus provedores.

3. Arquitetura para Provisionamento e Geréncia de Servicos entre Dofimios

A Figura 2 mostra a arquitetura completa com os moédulos internos (fazendo parte da
camada de integragao) e com os modulos que representam a camada de servicos. Os
moédulos da camada de integracao sao responsaveis pelo controle de admissao, geréncia
e configuracao em cada dominio. Admission Contro(AC) & encarregado de rece-

ber e admitir as requisicoes para o estabelecimento e remocao de conexdes fim-a-fim
e encaminha-las aos outros modulos do sistema para que sejam processdeas. O

licy Manager (PM), também conhecido como PDPo{icy Decision Point & o res-
ponsavel por aplicar politicas que foram definidas para o dominio que esta sendo ge-
renciado [Carvalho et al. 2005, Verdi et al. 2007a]. Fault Manager(FM) recebe as
notificacdes de falhas enviadas pelo plano de controle e mantém a geréncia atualizada
sobre as alteragcdes ocorridas no estado da rede, as quais foram desencadeadas pela
ocorréncia de uma falha. Resource ManaggiRM) € responsavel por gerenciar todos

0s recursos da rede de transporte como por exemplo, ponggrea®ing caminhos de

luz estabelecidos, VPNs ativas, topologias virtuais, etvleinbership ManageiMM) &

o modulo que gerencia as informacdes sobre quais membros pertencem a cada VPN.

A camada de servicos realiza as tarefas relacionadas ao provisionamento de co-
nexdes e VPNs entre dominios optic&sformada por seis servigcos. Alvertising Ser-
vice(AS) é responsavel por implementar o conceito de topologia virtual (VT) apresentado
na Secao 2. O AS é responsavel por duas tarefas. A primeira tarefa se refere a divulgacao
e obtencao das VTs. Tanto o mod&oshcomo o modeld?ull sdo suportados pelo AS.
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Figura 2. Arquitetura para o provisionamento de servi¢cos entre dominios.

A segundatarefa do AS se refere a divulgacao dos membros de cada VPN entre dominios.
O AS divulga as tabelas que correlacionam quais portas pertencem a quais VPNSs opticas.
Estas tabelas sao entao armazenadaddembership Manageque fara a verificacao de

portas durante o pedido de estabelecimento de uma VPN entre domirkosl-t0-End
Negotiation ServicéE2ENS) € responsavel pela negociacao de conexdes entre dominios.
Para este trabalho foi adotado o modelo em estrela de duas fases para o protocolo de
negociacao. No modelo em estrela, o dominio que deseja estabelecer uma conexao entre
dominios negocia com todos os dominios que fazem parte da rota em direcao ao des-
tino. O End-to-End Connection Servi€E2ECS) oferece acesso as funcionalidades para

0 provisionamento e geréncia de conexdes e VPNs opticRattOComputation Element

(PCE) Service € responsavel pelo calculo de rotas entre dominios. Ap6s montar uma
topologia virtual Unica com todas as VTs recebidas, o PCE aplica um algoritmo de rotea-
mento sobre esta topologia. Toading Servic€TS) permite que os recursos de uma VPN
sejam reservados antes de sua ativacao. Consideramos que 0s recursos 6pticos podem
ser reservados e depois ativados para uso. A reserva garante que 0S recursos nao serao
usados por outras VPNs e passam a ser exclusivos de quem os rese@pticaD VPN
Service(O-VPNS) é responsavel pela ativagado da VPN. Ao ativar a VPN, o sistema de
cobranca é entao disparado para iniciar a tarifacao do servigegtryage como um
sistema de registro e busca de servicos. Finalmente, o modulo “servi¢os legados” permite
que contratos previamente estabelecidos entre os dominios sejam considerados durante
0 provisionamento de servigos. Tipicamente, condi¢cdes e regras de roteamento entre 0s
dominios sao controladas por este médulo.

A Figura 3 ilustra 0s passos necessarios para o estabelecimento de uma conexao
entre dominios.

Primeiramente, o cliente obtém o servico desejado do registro (passo 1). Apos
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Figura 3. Passos para estabelecer uma conex ao entre dominios.

a busca no registro, o cliente pode invocar o E2ZECS (passo 2) informando todos os
parametros necessarios para o estabelecimento da conexao. O E2ECS repassa a requisicao
para os modulos internos da camada de integracao (passo 3). A requisicao € repassada
para o controle de admissao (AC) que entao valida os parametros informados. O AC
obtém uma rota entre dominios passando os nés de origem e destino para o PCE (passo
4). O PCE por sua vez monta uma topologia virtual Gnica e encontra uma rota entre o
par origem/destino. Apb6s obter a rota, o AC invoca o gerente de politicas (PM) para
que regras locais sejam aplicadas para permitir ou nao o estabelecimento da conexao no
dominio (passo 5). Se a conexao € permitida, o AC invoca o gerente de recursos (RM)

a fim de reservar, para cada enlace virtual, um caminho de luz (passo 6). Finalmente, os
passos 7 e 8 representam a negociacao entre dominios. Eles somente sao executados caso
0S passos anteriores tenham tido sucesso no dominio local. O passo 8 representa tanto a
fase de reserva como a fase de confirmagao do protocolo de negociagao.

Mais informacdes sobre a arquitetura, detalhes de implementacao, validacao e
analise de tempo estdo descritos na tese e em varios artigos. Em [Verdi et al. 2006a]
apresentamos resumidamente a arquitetura e seus modulos. Em [Verdi et al. 2006b] dis-
cutimos a implementacao e os resultados em relacao ao tempo e tamanho das mensa-
gens para estabelecimento de conexdes entre dominios 6pticos. Em [Verdi et al. 2006d]
e [Verdi et al. 2006e] avaliamos o uso dé&b Serviceg SOA como mecanismos fa-
cilitadores para provedores de servicos e como tais mecanismos influenciam em uma
nova arquitetura para a Internet. Em [Malheiros et al. 2006] apresentamos a arquitetura
para provisionamento e geréncia de VPNs em um dominio. Em [Verdi et al. 2005] e
[Verdi et al. 2007a] discutimos e detalhamos o uso de politicas para realizagfio-de
omingde trafego IP/MPLS nos caminhos de luz das redes 6pticas. O mecanismo de
topologias virtuais € detalhado em [Verdi et al. 2006c]. Finalmente, a arquitetura com-
pleta para provisionamento e geréncia de servicos entre dominios & apresentada em
[Verdi et al. 2007b].

4. Conclusio

Nesta tese desenvolvemos uma arquitetura para provisionamento e geréncia de servigos
em redes Opticas que foi validada através do desenvolvimento de um protétipo. Tal
prototipo foi testado e avaliado em nosso laboratorio.

Em relagdo as principais contribuicdes desta tese, destacamos:
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e Embora nao apresentado neste texto, desenvolvemos um modelo baseado no
modelo de referéncia TMN/FCAPS para provisionamento de servicos em redes
opticas. Instanciamos o modelo em uma arquitetura que suporta 0 provisio-
namento e geréncia de servicos em um Unico dominio (intra-dominio) e inter-
dominios;

e O plano de servicos definido para a arquitetura permite que a sinalizacao
de conexdes entre dominios seja feita sem esperar pelos longos processos de
padronizacao de protocolos. As interacdes necessarias para o estabelecimento
de conexdes e VPNs entre dominios ocorrem no plano de servigos. Os dominios
interagem para distribuir topologias virtuais e reservar recursos bastando para isso
definirem as interfaces dos servigos;

e Usamos o conceito de topologias virtuais para abstracao dos recursos locais em
cada dominio e suporte ao provisionamento de servicos entre dominios opticos.
Recentemente, umiraft IETF [Shiomoto et al. 2006] comenta brevemente sobre
0 uso de topologias virtuais através daswarding AdjacenciesE possivel que
tal mecanismo receba mais atenc¢ao e evolua em algum grupo de trabalho do IETF;

e AtecnologiaWeb Servicefi testada em termos de consumo de tempo e tamanho
das mensagens SOAP para o provisionamento dos servi¢os entre dominios. Con-
cluimos que tal tecnologia € apropriada para este tipo de cenario uma vez que 0s
tempos coletados assim como o tamanho das mensagens SOAP sao pequenos con-
siderando todo o processo para estabelecimento de uma conexao entre dominios e
os atributos sendo trocados.

A uniao da tecnologi&Veb Servicesom redes opticas teve origem em dois pro-
jetos. Um deles, no contexto do projeto GIGA, tinha como objetivo criar um plano de
controle baseado no GMPLS para provisionamento de conexdes dpticas em um dominio.
O outro projeto tinha como objetivo uséfeb Servicepara a geréncia de novas tecnolo-
gias de redes. Esta tese agrega as propostas que foram desenvolvidas nos dois projetos e
apresenta um modelo e uma arquitetura que consideram o provisionamento e a geréncia
de servicos intra e entre dominios opticos.

A arquitetura proposta nesta tese pode ser usada tanto para o provisionamento
de conexdes simples como para o estabelecimento de servicos mais sofisticados como
o servico de VPN entre dominios. Até onde sabemos, esta & a primeira arquitetura que
considera o provisionamento de servi¢os intra e inter-dominios opticos.
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