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Introduction

In this work, we focus on the face identification task. Specifically, the main goal is to pro-
vide a face identification approach scalable to galleries consisting of numerous subjects
and on which common face identification approaches would probably fail on responding
in low computational time. There are several applications for a scalable face identification
method: surveillance scenarios, human-computer interaction and social media. The few
aforementioned applications show the importance of performing face identification fastly
and, in fact, several works in the literature have been developed in the past years motivated
by these same types of applications (surveillance, forensics, human-computer interaction,
and social media). However, most of the works focus on developing fast methods to
evaluate one test face and a single subject enrolled in the gallery. These methods usually
develop low computational cost feature descriptors for face images that are discriminative
and with low memory footprint enough to process several images per second. Note that
these methods still depend on evaluating all subjects in the face gallery. Therefore, if the
number of subjects in the gallery increases significantly, these methods will not be able to
respond fastly and new methods shall be developed to scale the face identification to this
larger gallery.

Face identification methods usually consists of a face representation or description
in the feature vector where mathematical models can be applied to determine the face
identity. In this case, it is used one model to determine each identity in the face gallery,
therefore, being necessary a number of models equal to the gallery size. Note that the
parameters in each model are learned using samples for each subject in the face gallery
and every model must be evaluated to correctly identify a test sample. In this work, we
propose a method to reduce the number of models evaluated in the face identification
by eliminating identities that are somewhat clearly not the identity in the test sample.
Figure 1 illustrates the common face identification pipeline employed in practice and the
main component tackled in this work.

There is an extensive literature of works regarding large-scale image retrieval that
could be employed in face identification. However, most of these works focus on return-
ing a list containing images from the dataset that are similar to the test image. Although
reasonable to recover images in large datasets, such approaches are not suitable to ap-
ply directly to the face identification task. The models from subjects in the face gallery
should optimally be described regarding the discriminative features related to each subject
identity, which might consume less memory, specially if several samples per subject are
available, and less computational time since only discriminative features are evaluated to
determine the face identity.
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Figure 1: Common face identification pipeline and the proposed pipeline with the filtering ap-
proach which is used to reduce the number of evaluations in the classification step with low com-
putational cost. The filtering approach is the main contribution in this work and it is tailored
considering recent advances in large-scale image retrieval and face identification based on PLS.

The proposed approach is inspired by the family of methods regarded as locality-
sensitive hashing (LSH), which are the most popular large-scale image retrieval method
in the literature, and the partial least squares (PLS), which has been explored intensively
in numerous past works regarding face recognition. We call the proposed approach PLS
for hashing, abbreviated to PLSH and ePLSH in its extension. The main goal in LSH
is to approximate the representation of samples in the high dimensional space using a
small binary representation where the search can be implemented efficiently employing a
hash structure to approximate near-identical binary representations. The idea in LSH is
to generate random hash functions to map the feature descriptor in the high dimensional
representation to bits in the binary representation.

In the PLSH approach, the random projection in the aforementioned example is
replaced by a PLS regression, which provides discriminability among subjects in the face
gallery and allow us to employ a combination of different feature descriptors to generate
a robust description of the face image. PLSH is able to provide significant improvement
over the brute-force approach (evaluating all subjects in the gallery) and compared to other
approaches in the literature. Furthermore, since the evaluation of hash functions in PLSH
requires a dot product between the feature and regression vectors, additional speedup can
be achieved by employing feature selection methods, resulting on the extended version of
PLSH (ePLSH).

The following contributions are presented in this work. (i) A fast approach for
face identification that support a combination of several feature descriptors and high di-
mensional feature vectors. (ii) The proposed approach presents at least comparable per-
formance with other methods in the literature and up to 58 times faster when enough
samples per subject are available for train. (iii) Extensive discussion and experimentation
regarding alternative implementations that may guide future development in scalable face
identification methods. (iv) The proposed approach is easy to implement and to deploy in
practice since only two trade-off parameters need to be estimated.

This work resulted in the following publications in which the former presents
PLSH and the latter presents ePLSH. Jr, C. E. S., Kijak, E., Gravier, G., and Schwartz,
W. R. (2015). Learning to hash faces using large feature vectors. In Content-Based Multi-
media Indexing (CBMI), 13th IEEE Workshop on, pages 1–6, and C E Santos Jr, E Kijak,
G. G. W. R. S. (2016). Partial least squares for face hashing. Elsevier Neurocomputing –
Special Issue on Binary Representation Learning in Computer Vision, pages 1–44.
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Experimental setup
We evaluate PLSH and ePLSH in two standard face identification datasets, FERET and
FRGCv1. The facial recognition technology (FERET) dataset [Phillips et al. 2000] con-
sists of 1, 196 images, one per subject for training, and four test sets designed to evalu-
ate the effects of lightning conditions, facial expression and aging on face identification
methods. The test sets are: fb, consisting of 1, 195 images taken with different facial
expressions; fc, consisting of 194 images taken in different lightning conditions; dup1,
consisting of 722 images taken between 1 minute and 1, 031 days after the gallery image;
dup2, is a subset of dup1 and consists of 234 images taken 18 months after the gallery
image. In our experiments, all images were cropped in the face region using annotated
coordinates of the face, scaled to 128× 128 pixels and normalized using the self-quotient
image (SQI) method to remove lightning effects [Wang et al. 2004].

The face recognition grand challenge dataset (FRGC) [Phillips et al. 2005] con-
sists of 275 subjects and samples that include 3D models of the face and 2D images taken
with different illumination conditions and facial expressions. We follow the same protocol
described by Yuan et al. [Yuan et al. 2005], which considers only 2D images and consists
in randomly selecting different percentages of samples from each subject to compose the
face gallery and using the remaining samples to test. The process is repeated five times
and the mean and standard deviation of the rank-1 recognition rate and speedup (consider-
ing the brute-force approach) are reported. The samples were cropped in the facial region,
resulting in size 138× 160 pixels, and scaled to 128× 128 pixels.

All experiments regarding parameter validation were performed on the FERET
dataset, since it is the dataset with the largest number of subjects (1, 196 in total). FERET
consists of four test sets and we use dup2 to validate parameters since it is considered the
hardest of the dataset.

We consider four feature descriptors in this work, CLBP [Ahonen et al. 2006],
Gabor filters [Randen and Husoy 1999], HOG [Dalal and Triggs 2005] and
SIFT [Lowe 2004], which mainly captures information about texture and shape
of the face image. This set of features was chosen because they present slightly
better results in the face identification and indexing compared to the previous
works [Schwartz et al. 2012, Jr et al. 2015].

The error rate of the pipeline as described in Figure 1 results from errors induced
by the filter approach (fail to return identity of test sample in the candidate list) and by
the face identification approach (fail to identify correctly the subject in the candidate
list). Therefore, to assess the performance of the filter approach alone, we provide results
considering the maximum achievable recognition rate (MARR) [Jr et al. 2015], which is
calculated considering that a perfect face identification method is employed for different
percentages of candidates visited in the list. Note that the MARR value is the upper bound
for the recognition rate achieved by the filter and face identification pipeline.

Experimental results
Results regarding MARR and rank-1 recognition rate for PLSH in all test sets from the
FERET dataset are presented in Figures 2(a) and 2(b). For the test sets fb and fc, about 1%
of subjects in the candidates list is enough to achieve more than 95% of the rank-1 recog-
nition rate of the brute-force approach (presented in the legend of Figure 2(b) for each test
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Figure 1: Common face identification pipeline and the proposed pipeline with the filtering ap-
proach which is used to reduce the number of evaluations in the classification step with low com-
putational cost. The filtering approach is the main contribution in this work and it is tailored
considering recent advances in large-scale image retrieval and face identification based on PLS.

The proposed approach is inspired by the family of methods regarded as locality-
sensitive hashing (LSH), which are the most popular large-scale image retrieval method
in the literature, and the partial least squares (PLS), which has been explored intensively
in numerous past works regarding face recognition. We call the proposed approach PLS
for hashing, abbreviated to PLSH and ePLSH in its extension. The main goal in LSH
is to approximate the representation of samples in the high dimensional space using a
small binary representation where the search can be implemented efficiently employing a
hash structure to approximate near-identical binary representations. The idea in LSH is
to generate random hash functions to map the feature descriptor in the high dimensional
representation to bits in the binary representation.

In the PLSH approach, the random projection in the aforementioned example is
replaced by a PLS regression, which provides discriminability among subjects in the face
gallery and allow us to employ a combination of different feature descriptors to generate
a robust description of the face image. PLSH is able to provide significant improvement
over the brute-force approach (evaluating all subjects in the gallery) and compared to other
approaches in the literature. Furthermore, since the evaluation of hash functions in PLSH
requires a dot product between the feature and regression vectors, additional speedup can
be achieved by employing feature selection methods, resulting on the extended version of
PLSH (ePLSH).

The following contributions are presented in this work. (i) A fast approach for
face identification that support a combination of several feature descriptors and high di-
mensional feature vectors. (ii) The proposed approach presents at least comparable per-
formance with other methods in the literature and up to 58 times faster when enough
samples per subject are available for train. (iii) Extensive discussion and experimentation
regarding alternative implementations that may guide future development in scalable face
identification methods. (iv) The proposed approach is easy to implement and to deploy in
practice since only two trade-off parameters need to be estimated.

This work resulted in the following publications in which the former presents
PLSH and the latter presents ePLSH. Jr, C. E. S., Kijak, E., Gravier, G., and Schwartz,
W. R. (2015). Learning to hash faces using large feature vectors. In Content-Based Multi-
media Indexing (CBMI), 13th IEEE Workshop on, pages 1–6, and C E Santos Jr, E Kijak,
G. G. W. R. S. (2016). Partial least squares for face hashing. Elsevier Neurocomputing –
Special Issue on Binary Representation Learning in Computer Vision, pages 1–44.
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Figure 2: Results on the FERET dataset. (a) PLSH MARR curves, (b) PLSH rank-1 recognition
rate, (c) ePLSH MARR curves and (d) ePLSH rank-1 recognition rate. Number in parenthesis
indicate rank-1 recognition rate for the brute force approach.

set). However, for the test sets dup1 and dup2, about 5% of subjects in the candidate list
ensured at least 95% of the brute-force rank-1 recognition rate. The theoretical speedup
in the worst case can be calculated considering the 150 PLSH hash function evaluations
and the 5% of the gallery size, which consists of 60 PLS projections. In this case, the
number of PLS projections would be 210 compared to the 1, 196 projections necessary in
the brute-force approach, which would still results in a 5.6 times speedup.

Results from ePLSH are presented in Figures 2(c) and 2(d). Using only 1% of
subjects in the candidate list, it is possible to recover all subjects in the rank-1 recognition
rate from brute-force approach for all four test sets. In this case, the rank-1 recognition
rate from the ePLSH pipeline is the same as the brute-force approach, but with reduction
to 1% of the subjects evaluated in the identification. Considering that the cost to evaluate
all hash models in ePLSH is about the same as in PLSH, the theoretical speedup is 7.38
times compared to the brute-force approach in the worst case.

Results from the FRGC dataset for PLSH and ePLSH are presented in Table 1
along with results from three other methods as presented in the literature. The three
methods are the cascade of rejection classifiers (CRC) from [Yuan et al. 2005], the PLS-
based search tree [Schwartz et al. 2012], and our previous published work [Jr et al. 2015],
which consists of PLSH with the combination of HOG, Gabor filter and LBP feature
descriptors. For PLSH and ePLSH, we vary the number of hash models and the maximum
percentage of subjects visited in the candidate list and we present the results with rank-1
recognition rate close to 0.95 and higher speedups. In this way, it is possible to compare
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% of samples
for train 90% 79% 68% 57% 35%

CRC
[Yuan et al. 2005]

Speedup 1.58× 1.58× 1.60× 2.38× 3.35×
Rank-1 rec. rate 80.5% 77.7% 75.7% 71.3% 58.0%

Tree-based
[Schwartz et al. 2012]

Speedup 3.68× 3.64× 3.73× 3.72× 3.80×
Rank-1 rec. rate 94.3% 94.9% 94.3% 94.46% 94.46%

PLSH Speedup 18.24× 8.61× 6.95× 3.96× 3.49×
Rank-1 rec. rate 95.31% 95.31% 93.60% 94.67% 94.60%

ePLSH Speedup 233.61× 98.93× 45.42× 22.29× 14.21×
Rank-1 rec. rate 96.03% 95.02% 95.98% 94.67% 94.44%

Table 1: Comparison between the proposed approach and other approaches in the literature. The
highest speedups are shown in bold. The full table with more information can be found in page 58
of the dissertation.

directly the maximum speedup achievable when using PLSH and ePLSH compared to the
other approaches, which also provide rank-1 recognition rate close to 0.95.

According to Table 1, the speedup for PLSH and ePLSH decreases considerable
as the number of samples per subject available for train reduce. The reason for that is the
increase in the number of hash models and the maximum number of subjects visited in
the candidate list to guarantee at least 0.95 rank-1 recognition rate. Even with reduced
speedups considering 35% of samples available for train, ePLSH provides significant im-
provement over the speedup achieved by the tree-based approach (3.6 times faster), while
PLSH provides competitive speedup.

The speedup provided by PLSH and ePLSH compared to the tree-based approach
is noticed with 90% of the samples available for train, where PLSH is about 5 times faster
than the tree-based approach while ePLSH is about 13 times faster than PLSH. Finally,
in the worse case, ePLSH provides at least 14 times speedup considering the brute-force
approach in the setup with 200 hash models and 10% of subjects in the candidate list.

Conclusions
In this work, we proposed and evaluated PLSH and its extension ePLSH for face index-
ing. PLSH is inspired by the well-known locality-sensitive hashing for large-scale image
retrieval and PLS for face identification, which provides fast and robust results for face in-
dexing. Additional gain in speedup was achieved with the ePLSH, a method that employs
PLS-based feature selection to reduce the computational cost to evaluate hash functions,
enabling a large amount of additional hash functions to be employed and raising the index-
ing precision. We evaluated several parameters and alternative implementations of PLSH
in the hope that they will be useful for future face indexing development. The experi-
ments were conducted on two face identification standard datasets, FERET and FRGCv1,
with 1, 196 and 275 subjects, respectively. Although these datasets do not provide enough
number of subjects for a proper evaluation regarding scalability to large galleries, PLSH
and ePLSH still provide significant improvement in speedup compared to other scalable
face identification approaches in the literature.

The conclusions and considerations regarding PLSH and ePLSH are the follow-
ing: (i) they support for high dimensional feature vectors, allowing different complemen-
tary feature descriptors to be employed to increase the robustness of the face indexing;
(ii) they are easy to implement and deploy in practice since the only parameters needed to
be set are the number of hash models and subjects in the candidate list. (iii) they do not
provide good performances when the number of samples per subject is reduced and (iv)
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Figure 2: Results on the FERET dataset. (a) PLSH MARR curves, (b) PLSH rank-1 recognition
rate, (c) ePLSH MARR curves and (d) ePLSH rank-1 recognition rate. Number in parenthesis
indicate rank-1 recognition rate for the brute force approach.

set). However, for the test sets dup1 and dup2, about 5% of subjects in the candidate list
ensured at least 95% of the brute-force rank-1 recognition rate. The theoretical speedup
in the worst case can be calculated considering the 150 PLSH hash function evaluations
and the 5% of the gallery size, which consists of 60 PLS projections. In this case, the
number of PLS projections would be 210 compared to the 1, 196 projections necessary in
the brute-force approach, which would still results in a 5.6 times speedup.

Results from ePLSH are presented in Figures 2(c) and 2(d). Using only 1% of
subjects in the candidate list, it is possible to recover all subjects in the rank-1 recognition
rate from brute-force approach for all four test sets. In this case, the rank-1 recognition
rate from the ePLSH pipeline is the same as the brute-force approach, but with reduction
to 1% of the subjects evaluated in the identification. Considering that the cost to evaluate
all hash models in ePLSH is about the same as in PLSH, the theoretical speedup is 7.38
times compared to the brute-force approach in the worst case.

Results from the FRGC dataset for PLSH and ePLSH are presented in Table 1
along with results from three other methods as presented in the literature. The three
methods are the cascade of rejection classifiers (CRC) from [Yuan et al. 2005], the PLS-
based search tree [Schwartz et al. 2012], and our previous published work [Jr et al. 2015],
which consists of PLSH with the combination of HOG, Gabor filter and LBP feature
descriptors. For PLSH and ePLSH, we vary the number of hash models and the maximum
percentage of subjects visited in the candidate list and we present the results with rank-1
recognition rate close to 0.95 and higher speedups. In this way, it is possible to compare
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incremental enrollment of subjects in the framework requires re-training of the hash mod-
els, which may be prohibitive to perform in practice, specially for ePLSH which demands
considerable more hash models.
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