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Abstract. This work proposes a machine learning approach to predict the prog-
nosis of patients with COVID-19. To assist in this task, a descriptive analy-
sis and relative risk estimation were performed. In addition, the importance
of variables in the perspective of machine learning algorithms was computed
and discussed. The experiments were performed with large-scale nation-wide
dataset from Brazil. The results reveal that the model developed was able to
predict the patient’s prognosis with an AUC = 0.8382. The results also point
out that the chance of death is greater among patients over 60 years old, with
comorbidities, and symptoms such as dyspnea and Oxygen saturation (< 95%),
confirming results observed in other regions of the world.

1. Introduction

Outbreaks of the COVID-19 epidemic have caused health problems worldwide, since its
discovery in December 2019. Causing different symptoms such as fever, cough, fatigue,
and mild respiratory diseases to serious complications, in many cases leads the patient
the death [Yan et al. 2020]. Initially detected in the city of Wuhan, China, the virus, later
called SARS-CoV-2 (Severe Acute Respiratory Syndrome Coronavirus), quickly spread
around the world, leading the World Health Organization (WHO) to declare the state
pandemic on March 11, 2019. Identified by researchers as a binuclear virus that has a
broad clinical spectrum of infection [Wang et al. 2020a, Wang et al. 2020b], it has so far
claimed millions of victims worldwide.

To date (July 2021), more than 196 million people have been infected and more
than 4.2 million have died of COVID-19 worldwide. Considering the American continent,
more than 76,788,166 cases and 2 million deaths were registered [WHO 2021b]. In this
region, Brazil is the second most affected country, behind only the United States. Brazil
has a total of 19,938,358 infected cases, with 556,834 deaths [Brazil 2021]. Besides, cur-
rently the country still has a high number of daily deaths. Despite the Brazilian situation,
other regions of the globe have shown signs of improvement, evidenced mainly by the
reduction in the number of daily cases. However, there are still challenges attached, like
other possible waves [Leung et al. 2020] and emerging [Pollet 2020, Nania 2021], new
virus variants [Mahase 2021, WHO 2021a], or even future pandemics. In this context, the
doubts and uncertainties that still surround COVID-19 have imposed great challenges on
health systems. One of these challenges is related to the care rationing process, which



is closely related to clinical decision-making. In this sense, discussing and understand-
ing strategies that support the decision-making process about care rationing is essential,
both considering the current scenario, but also as a way of preparing for other possible
pandemics.

Care rationing reveals the need for a screening process for infected pa-
tients [White and Lo 2020]. This screening process can directly or indirectly influence
lethality and mortality rates. In some countries, these rates have been quite expressive, as
is the case in Brazil. Taking July 2021, Brazil had a lethality rate of 2.8%, with a mortality
rate of 265 per 100,000 inhabitants [Brazil 2021]. The reduction of these rate could be
achieved through different strategies, with a sophisticated screening process being one of
the possible alternatives. This process could make use of effective prognostic biomark-
ers, for example. Although stratification is not the most ideal strategy, it is an alternative
that is justified due to the scarcity of hospital resources, whether human or technical,
and the possibility of better therapeutic definition, especially in time of pandemic. How-
ever, for this to be possible, the identification of reliable predictors of patient mortality
is necessary. To contribute this, the current literature has already identified several clin-
ical characteristics associated with the severity of COVID-19 infection. Therefore, these
characteristics could be used to make a prognosis, especially based on solutions using
Artificial Intelligence (AI). The result of this prediction would assist the professional in
the decision-making process, regarding the best referral to be applied to a given patient,
considering multiple criteria, among them, the availability of hospital resources.

In recent years, systems developed using AI have been applied in different ar-
eas, including health. In this one, AI systems find a wide spectrum of applications,
for example, systems to assist in the diagnosis and prognostication of many condi-
tions [Masood et al. 2018, Silva et al. 2020, Sousa et al. 2020]. In particular, these sys-
tems are often developed using a subfield of AI called machine learning. But the develop-
ment of these systems is not restricted to this subfield, more advanced techniques such as
deep learning can also be employed. With regard to COVID-19, recent studies have shown
that machine learning can be applied, in different ways, to deal with the pandemic. The
data collected, regardless of its nature, whether textual or visual, can be integrated and an-
alyzed by different machine learning algorithms. Among the tasks that have explored its
use, we have the taxonomic classification of COVID-19 genomes [Randhawa et al. 2020],
COVID-19 detection based on computed tomography images (CT) [Ozkaya et al. 2020],
monitoring of COVID-19 using IoT [Barbosa et al. 2020] and patient survival predic-
tion [Yan et al. 2020]. Each task has its particularities and limitations that must be over-
come. But, in a particular way, our work will deal exclusively with the latter case.

Thus, the aim of this work was the development of models to support the progno-
sis for patients with COVID-19, through machine learning algorithms. For this, data from
patients in Brazil were used, considering the initial months of the pandemic in Brazil. We
consider a set of predictive variables of basic individual information, such as gender and
age group, the occurrence of symptoms, presence of comorbidities, among others. In ad-
dition to the development of predictive models, a descriptive analysis of the data was also
carried out, as well as an odds ratio analysis. These analysis intended to identify possible
markers of disease severity, as well as understanding the profile of people who died in
the initial months of the pandemic. With a similar objective, an alternative procedure is



performed using a technique for variable importance estimation.

The remainder of this article is organized as follows: Section 2 presents the related
works and Section 3 describes the experimental process. The results and discussions are
presented in Section 4. Finally, Section 5 brings the conclusions and future work.

2. Related Works
So far, several studies have been developed in order to contribute to facing the pandemic.
These are researches with different purposes, but all aiming develop tools to help fight
the pandemic. Specifically, our work is focused on a particular type of study, which is
the prediction of prognosis of patients. A peculiar system like this can find different
uses in a hospital environment, especially in the decision-making process. For exam-
ple, this system could be used to prioritize patients with a more serious condition, that
is, patients who are more likely to die. For this purpose, some works have been devel-
oped [Yan et al. 2020, Xie et al. 2020, Souza et al. 2020].

In [Yan et al. 2020], the authors analyzed epidemiological, demographic, clinical
and laboratory data from 485 patients with COVID-19. The study aimed to identify pa-
tients at high risk, through predictive biomarkers, in order to improve the prognosis, in
order to reduce patient mortality. For this, the authors applied the XGBoost algorithm.
The results showed that the model developed was able to select three biomarkers that
predict the mortality of individual patients with an accuracy above 90%, namely: lactic
dehydrogenase (LDH), highly sensitive C-reactive protein and lymphocytes.

Considering a survival analysis scenario, in [Xie et al. 2020], the authors devel-
oped a retrospective study seeking to identify predictive variables that would assist in
predicting hospital mortality. The study was conducted with 140 patients who had pneu-
monia associated with COVID-19, and who used oxygen supplementation. Among the
conclusions is the fact that hypoxemia is independently associated with in-hospital mor-
tality. In addition, they found that oxygen saturation (SpO2) values greater than 90% with
oxygen supplementation indicate a high probability of survival. As indicated by the re-
searchers, these results may help guide the clinical management of patients with severe
COVID-19, particularly in settings requiring strategic allocation of limited critical care
resources [Xie et al. 2020].

The authors in [Souza et al. 2020] carried out a study similar to those previously
mentioned. However, instead of using data from patients in the city of Wuhan, they used
data from the state of Espirito Santo (Brazil). In addition to the difference in the location
where the study was carried out, there were particular differences in the expressiveness
of the data, such as the absence of data regarding laboratory tests. Souza et al. applied a
set of machine learning algorithms to determine survival in patients with COVID-19. For
that, the study dataset comprises information of 13,690 patients concerning closed cases
due to cure or death. Considering the best model, the authors showed that the outcome
by COVID-19 can be predicted with an AUC of 0.92. From the results achieved, the
authors conclude that machine learning techniques can assist in the prognostic prediction
and physician decision-making, allowing a faster response and contributing to the non-
overload of healthcare systems [Souza et al. 2020]

The present study, similarly to those already mentioned, aims to determine the
survival for patients with COVID-19. However, considering the absence of works with



large scale data and in-depth feature analysis, it presents significant contributions and
innovations. For instance, [Yan et al. 2020] and [Xie et al. 2020] were conduct in a city-
level (Wuhan, China). On the other hand, considering the work of [Souza et al. 2020],
although the study was carried out in Brazil, a limited database was used, containing only
data from the state of Espı́rito Santo. This indicates the need for a more in-depth study,
seeing that regional variations may occur in a country with continental characteristics
such as Brazil, as highlighted by the authors themselves [Souza et al. 2020]. Moreover,
in a machine learning scenario, a deep understanding of variables importance is a demand
to properly support data gathering, model development and, ultimately, disease treatment.
Our large-scale prediction model and an in-depth analysis are described in the next sec-
tions.

3. Experimental Process
The experimental process carried out in this work is illustrated in Figure 1. There are
four steps: data collection, data preprocessing, training (optimization and validation) and,
finally, the evaluation and analysis of the model.

Data Collection

Data Preprocessing

Training Data

Test Data

Model training and

optimization

10-fold cross validation

Evaluation ModelCure

Death

Learning Algorithm

Effectiveness results

Figure 1. Experimental process used in this study.

3.1. Dataset
The experiments were conducted using the Severe Acute Respiratory Syndrome Syndrome
Database (SRAG2020). Such data is publicly available on the OpenDATASUS portal 1.
This anonymized database is the result of an initiative by the Ministry of Health of Brazil,
through the Secretariat of Health Surveillance (SHS), which develops surveillance for
Severe Acute Respiratory Syndrome (SARS) in Brazil since 2009, due to the Influenza
A(H1N1)pdm09 pandemic.

More recently, with the new Coronavirus pandemic, data from COVID-19 has
been incorporated into the surveillance network. This data is updated frequently as new
information becomes available. The version of the dataset used here refers to COVID-19
cases counted in the initial months of the pandemic in Brazil, specifically up to August
31, 2020.

1https://opendatasus.saude.gov.br/dataset/bd-srag-2020 As of August 02, 2021



3.2. Data Preprocessing

As the main objective is to predict the patient’s prognosis, only completed cases are used
(death or cure). In addition to information regarding the evolution of the infection, the
dataset also includes basic individual information, such as gender and age group, symp-
toms, comorbidities, among others. After carrying out the aforementioned selection,
the database included 274,493 patient records: 164,535 (59.94%) of cure and 109,958
(40.06%) of death.

The original database includes 156 attributes that characterize patients. However,
a preliminary analysis found that some of these characteristics represent only marginal
information that do not add relevant prediction-oriented content (e.g., city, ZIP code).
Therefore, some variables considered irrelevant for the task were removed, resulting in a
final set of 39 variables (including the outcome attribute): age, gender, race, education,
geographic area, dyspnea, fever, cough, Oxygen saturation (< 95%), sore throat, respira-
tory discomfort, diarrhea, vomiting, other symptoms, heart disease, diabetes, neuropathy,
pneumopathy, kidney disease, asthma, immunodepression, hemopathy, liver failure, down
syndrome, postpartum, obesity, other comorbidities, hospitalization (Yes, No, Unknown),
ICU, antiviral treatment, antiviral type, severe syndrome outbreak, nosocomial2, bird or
swine contact, pregnancy, risk factor (Yes, No), X-ray (Normal, Interstitial infiltrate, Con-
solidation, Mixed, Other, Unrealized, Unknown), ventilatory support (Yes, invasive; Yes,
non-invasive; No; Unknown), and evolution.

Still in the preprocessing stage, it was detected that the database had a high per-
centage of missing data, including more than 60% of data missing for some of the at-
tributes. Thus, in order to avoid possible inconsistencies in the experiments, data stan-
dardization was performed considering missing data as non-occurrence of the event in
particular (e.g., for the cough attribute, if the information was missing, it was indicated as
the patient not having this symptom). All variables are categorical, with the exception of
“Age”. Thus, this attribute was discretized as: child (0-10), teenager (11-17), young adult
(18-29), average adult (30-40), adult (41-59) and elderly (60 or more).

3.3. Experimental Setup

The database was partitioned into training and test sets. Notice that before partitioning
a sub-sampling was applied to balance the dataset (cures and deaths). In this process,
random records belonging to the majority class (cure) were discarded. This procedure
was used mainly to avoid possible bias in the training stage of the predictive models.
Hence, a simple train-test partitioning was performed by means of a stratified random
procedure. A sample of 30,000 patients was fixed for the test set and the rest (202,164
patients) were assigned to the training set.

The training set was used to build the models which were enhanced with hyper-
parameter optimization through grid search based on 10-fold cross validation and using
stratified random sampling. In turn, the test set was used to verify the effectiveness of the
models developed. This study used two algorithms, the Decision Tree and Naive Bayes.
The hyperparameters tested for the Decision Tree can be seen in the Table 1. These al-
gorithms were selected due to the ease in explaining the decisions made by the models

2Refers to infection acquired in the hospital.



Table 1. Hyperparameters used in the decision tree grid search.

Hyperparameters Tested values Best value
Quality Measure Gini index, Gain Ratio Gain Ratio
Pruning method Without Pruning, MDL Without Pruning
Minimum number of
records per node (10, 20, 30, 50,100) 50

learned, which are considered simple and explainable. This is a very desirable charac-
teristic in critical contexts such as for health decision support systems. Additionally, a
set of experiments was carried out in order to find the most important attributes from the
perspective of machine learning models. For this, the removal of one attribute at a time
and the verification of the model’s effectiveness without that attribute was conducted.

3.4. Evaluation

The developed models were evaluated with the Receiver Operating Characteristic (ROC)
curve its Area Under the Curve (AUC). The ROC curve corresponds to a graphic tech-
nique widely used to evaluate the effectiveness of binary classifiers from the application
of different confidence thresholds [Han et al. 2011]. On the other hand, the AUC provides
a single representative value of the overall effectiveness. The AUC varies between 0 and
1, with 0 for a model that performed all predictions erroneously, while 1 for models that
performed 100% of the predictions correctly.

4. Results and Discussions

Table 2 presents a descriptive analysis for selected sample of attributes. The data corrob-
orate with previous studies carried out in different regions of the world [Zhou et al. 2020,
Grasselli et al. 2020, Richardson et al. 2020, Onder et al. 2020] which report that older
age, male gender and the presence comorbidities were associated with hospitalization by
COVID-19 and, therefore, can be used as potential risk factors. Additionally, the descrip-
tive analysis revealed that symptoms related to breathing such as dyspnea and respiratory
distress cause a higher percentage of deaths among patients who develop them. The
results also show that, although Brazil is located in a different geographic region with cli-
mate and sociodemographic differences from where these first studies were carried out,
the risk factors are similar.

4.1. Odds ratio analysis

In addition to the previous analysis, an estimate of the odds ratio of death was performed.
For that, odds ratios were computed with a 95% confidence interval (Table 3). The at-
tributes that indicate greater chances of death, due to the presence of the risk factor, are
highlighted in bold. According to the results, the chance of death is greater among pa-
tients admitted to the ICU, aged 60 years or older or who used invasive ventilation sup-
port. Signs and symptoms such as Oxygen saturation, dyspnea and respiratory distress
were also indicated as factors that increase the chances of death. In addition, comorbidi-
ties also indicate an increased chance of death. On the other hand, symptoms such as
fever, cough, sore throat and diarrhea were identified as having the least contribution to
the patient’s death. Peculiarly, obesity and asthma, commonly indicated as risk factors,



Table 2. Descriptive analysis. Selected variables.

Category All n (%) Cure n (%) Death n (%)

All 274493 (100) 164535 (59.9) 109958 (40.1)

Age
0-35 31186 (11.7) 27607 (88.5) 3579 (11.5)
36-59 99811 (36.7) 75543 (75.7) 24268 (24.3)
60 or more 143496 (52.3) 61385 (42.8) 82111 (57.2)

Gender
Female 120023 (43.7) 73998 (61.7) 46025 (38.4)
Male 154410 (56.3) 90499 (58.6) 63911 (41.4)

Unknown 60 (0.02) 38 (63.3) 22 (36.7)

Dyspnea

Yes 189309 (69.0) 106204 (56.1) 83105 (43.9)
No 51998 (19.0) 38924 (74.9) 13074 (25.1)
Unknown 3405 (1.2) 1681 (49.4) 1724 (50.6)
Missing 29781 (10.9) 17726 (59.5) 12055 (40.5)

Fever

Yes 182306 (66.4) 115290 (63.2) 67016 (36.8)
No 58699 (21.4) 33958 (57.9) 24741 (42.2)
Unknown 4227 (1.5) 1654 (39.1) 2573 (60.9)
Missing 29261 (10.7) 13633 (46.6) 15628 (53.4)

Cough

Yes 198174 (72.2) 125367 (63.3) 72807 (36.7)
No 45881 (16.7) 25784 (56.2) 20097 (43.8)
Unknown 3718 (1.4) 1347 (36.2) 2371 (63.8)
Missing 26720 (9.7) 12037 (45.1) 14683 (55.0)

Oxygen saturation

Yes 150698 (54.9) 78931 (52.4) 71767 (47.6)
No 73057 (26.6) 55368 (75.8) 17689 (24.2)
Unknown 5817 (2.1) 2905 (49.9) 2912 (50.1)
Missing 44921 (16.4) 27331 (60.8) 17590 (39.1)

Respiratory
Discomfort

Yes 151419 (55.2) 82588 (54.5) 68831 (45.5)
No 71790 (26.2) 51870 (72.3) 19920 (27.8)
Unknown 4871 (1.8) 2549 (52.3) 2322 (47.7)
Missing 46413 (16.9) 27528 (59.3) 18885 (40.7)

Heart disease

Yes 88770 (32.3) 44716 (50.4) 44054 (49.6)
No 48011 (17.5) 27768 (57.8) 20243 (42.2)
Unknown 1871 (0.7) 841 (45.0) 1030 (55.1)
Missing 135841 (49.5) 91210 (67.1) 44631 (32.9)

Neuropathy

Yes 10641 (3.9) 4002 (37.6) 6639 (62.4)
No 93384 (34.0) 51964 (55.7) 41420 (44.4)
Unknown 3448 (1.3) 1509 (43.8) 1939 (56.2)
Missing 167020 (60.9) 107060 (64.1) 59960 (35.9)

Pneumopathy

Yes 9991 (3.6) 3974 (39.8) 6017 (60.2)
No 93526 (34.1) 51819 (55.4) 41707 (44.6)
Unknown 3519 (1.3) 1552 (44.1) 1967 (55.9)
Missing 167457 (61.0) 107190 (64.0) 60267 (36.0)

Homeopathy

Yes 2210 (0.8) 1072 (48.5) 1138 (51.5)
No 98698 (36.0) 53785 (54.5) 44913 (45.5)
Unknown 3672 (1.3) 1572 (42.8) 2100 (57.2)
Missing 169913 (61.9) 108106 (63.6) 61807 (36.4)

Obesity

Yes 11385 (4.2) 6385 (56.1) 5000 (43.9)
No 89595 (32.6) 48652 (54.3) 40943 (45.7)
Unknown 5588 (2.0) 2553 (45.7) 3035 (54.3)
Missing 167925 (61.18) 106945 (63.69) 60980( 36.3)



did not indicate a greater chance of the patient dying. Here we highlight that the large
amount of missing and ignored data may have introduced some bias on these results.

Specifically, with regard to “ICU” and “Ventilatory Support”, it is worth mention-
ing that the fact that they are among the characteristics that increase the chances of patient
death does not necessarily mean that it was the cause of death. They appear possibly be-
cause patients who require the use of these resources typically represent more severe cases
to which other risk factors may be associated.

Still in relation to the “ICU” and the “Ventilatory Support” it is possible to spec-
ulate on the possible factors that may be associated with an increased chance of patient
death. The results may have been motivated by two main characteristics: i) the inter-
vention occurs lately, that is, when the case is already in a severe stage of the disease,
which could reduce the effectiveness of the treatment; ii) Or, in the worst case, even if the
intervention is performed at the appropriate time, as these are substantially more serious
cases, which may or may not be associated with risk factors, the patient still cannot resist.
In this perspective, for both cases, the other attributes presented in Table 3 could be used
to support decision making on what is the best measure of referral of the patient, before
the disease gets worse.

Table 3. Evaluation of odds ratio. The attributes that indicate greater chances of
death are highlighted in bold.

Condition OR 95% CI P z-score

ICU 5.04 (4.94 - 5.13) < 0.0001 170.96
Age >=60 4.76 (4.68 - 4.84) < 0.0001 184.75
Ventilatory Support 4.18 (4.09 – 4.27) < 0.0001 126.32
Oxygen saturation 2.85 (2.79 - 2.90) < 0.0001 103.97
Dyspnea 2.33 (2.28 - 2.38) < 0.0001 76.06
Risk factor 2.25 (2.21 - 2.28) < 0.0001 96.16
Kidney disease 2.19 (2.11- 2.28) < 0.0001 38.24
Heart Disease 2.18 (2.13 - 2.22) < 0.0001 71.94
Respiratory Discomfort 2.17 (2.13 - 2.21) < 0.0001 79.03
Neuropathy 2.08 (2.00 - 2.17) < 0.0001 34.79
Pneumopathy 1.88 (1.80 - 1.96) < 0.0001 29.42
Liver Failure 1.81 (1.67 - 1.96) < 0.0001 14.21
Immunodepression 1.41 (1.34 - 1.48) < 0.0001 14.22
Diabetes 1.35 (1.32 - 1.38) < 0.0001 26.91
Hemopathy 1.27 (1.17 - 1.38) < 0.0001 5.58
Down Syndrome 1.20 (1.03 - 1.39) = 0.0185 2.35
Used antiviral 1.07 (1.05 - 1.10) < 0.0001 7.25
Obesity 0.93 (0.90 - 0.97) < 0.0001 3.59
Fever 0.80 (0.78 - 0.81) < 0.0001 23.36
Cough 0.75 (0.73 - 0.76) < 0.0001 28.02
Sore throat 0.74 (0.72 - 0.76) < 0.0001 27.63
Diarrhea 0.74 (0.72 - 0.76) < 0.0001 24.17
Asthma 0.56 (0.52 - 0.59) < 0.0001 22.11
Postpartum 0.30 (0.26 - 0.36) < 0.0001 14.37
Vomiting 0.00 (0.003 - 0.004) < 0.0001 266.54

4.2. Machine learning models
Figure 2-a shows the effectiveness of the models discovered in Experiment 1: Decision
Tree (DT) and Naive Bayes (NB). DT was more effective than NB. The AUC values
achieved show that the models developed were able to obtain promising effectiveness,
especially given the high percentage missing data in the original database.



Figure 2. (a) ROC and AUC curve for the models developed; (b) Naive Bayes
contingency matrix; (c) Decision Tree contingency matrix.

Considering the contingency matrices for the models developed (Figure 2-b and
2-c), there was a similar amount of false positive and false negative predictions. The
algorithms were able to correctly predict between roughly 72% and 75% of the cases.
Moreover, the small fraction of errors and the balance between the types of error suggest
some cases are still hard to predict, but no explicit prediction bias towards an specific
outcome was observed.

4.3. Variable importance

According to the ablation experiments, Figure 3 shows the ten variables considered most
important for survival prediction based on DT (Figure 3-a) and NB (Figure 3-b). Some of
the attributes were common to both models, such as “ventilatory support”, “age”, “ICU”
and “race”. Only “immunodepression”, “dyspnea” and “fever” were model-specific. In
general, this result can assist in the data collection and construction of models that priori-
tize them as important to the prognosis of patients.

(a) (b)

Figure 3. Variables considered most important: (a) Decision Tree. (b) Naive
Bayes.

5. Conclusion
The descriptive analysis employed revealed that older age, male gender and the presence
of comorbidities are factors that contribute to death, suggesting that these factors can be



used to support decision making. The calculation of the relative risk confirms that the
chance of death is greater among patients aged 60 years or older, and among those who
have comorbidities such as kidney, neurological, and cardiac diseases. Some symptoms
were also pointed out as factors that increase the chance of death, such as dyspnea and
Oxygen saturation (< 95%). Some of these findings had already been pointed out as fac-
tors present in patients from other regions, such as the United States, Italy and China. Our
results demonstrate that this behavior was also observed in the initial months of COVID-
19 in Brazil. Analyzing the importance of variables in the perspective of machine learning
algorithms, it was found that some of the attributes pointed out as the most significant in
the relative risk analysis, were also selected by the algorithms, such as “age” and “dysp-
nea”, but also factors such as “race” and “education”.

The experiments carried out indicate that the model discovered is capable of
predicting patient prognosis, and the model obtained by DT was slightly more effec-
tive than the model developed with the NB. The decision tree-based model obtained
AUC = 0.8382, while the NB reached AUC = 0.8114, which is considered quite
promising. This result indicates that machine learning techniques fed with demographic
and clinical data along with patient comorbidities can help guide the clinical management
of patients in more severe cases of COVID-19. It is worth noting that, although this study
used data from COVID-19, given the current context, the experimental process could be
extended to other scenarios.

As future work, we intend to evaluate other machine learning methods, as well
as deep learning strategies. In addition, we intend to use more sophisticated techniques
for explaining machine learning models, in order to better understand the relationship of
attributes with prognosis prediction accuracy. Consequently, it may help the experts to
comprehend the context and reliability for each prediction. We also intend to apply some
feature selection technique, in order to find the most important subset of features to deal
with this problem, which are relevant to the class of interest and not redundant with each
other. Finally, we also intend to consider updated data on COVID-19 cases in Brazil, in
order to analyze variations in the profile of deaths between the initial months and more
current developments. The inclusion of these new data will also allow us to assess its
impact on model’s effectiveness. For this, a month-by-month iterative analysis will be
conducted.
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