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Abstract. The use of images for the diagnosis, treatment, and decision-making
in health is frequent. A large part of the radiologist’s work is the interpretation
and production of potentially diagnostic reports. However, they are profession-
als with high workloads doing tasks operator dependent, that is being subject to
errors in case of non-ideal conditions. With the COVID-19 pandemic, health-
care systems were overwhelmed, extending to the X-ray analysis process. In this
way, the automatic generation of reports can help to reduce the workload of
radiologists and define the diagnosis and treatment of patients with suspected
COVID-19. In this article, we propose to generate suggestions for chest radiog-
raphy reports evaluating two architectures based on: (i) Long short-term mem-
ory (LSTM), and (ii) LSTM with global attention. The extraction of the most rep-
resentative features from the X-ray images is performed by an encoder based on
a pre-trained DenseNet121 network for the ChestX-ray14 dataset. Experimental
results in a private set of 6650 images and reports indicate that the LSTM model
with global attention yields the best result, with a BLEU-1 of 0.693, BLEU-2 of
0.496, BLEU-3 of 0.400, and BLEU-4 of 0.345. The quantitative and qualitative
results demonstrate that our method can effectively suggest high-quality radio-
logical findings and demonstrate the possibility of using our methodology as a
tool to assist radiologists in chest X-ray analysis.

1. Introduction
The Coronavirus pandemic challenged the world in the most diverse aspects
[Huang et al. 2020]. Each country has built its way of combating SARS-CoV-2, from im-
plementing public policies to choosing ways of diagnosis and treatments during the pan-
demic [Zeiser et al. 2022]. The world, in this context, created and shared health-related
information in a way and speed never seen before to save the largest number of people
infected by the virus in each country. These data are, today, a source for the creation of
new approaches to the disease treatment and diagnosis producing new tools for healthcare
[Wong et al. 2020].

The gold standard for diagnosing COVID-19 is the Quantitative Re-
verse Transcription Polymerase Chain Reaction (RT-qPCR) test [Patel et al. 2020,



Huang et al. 2020]. However, other exams, such as chest X-ray, have high sensitivity
for findings of the disease, such as intraparenchymal consolidations, and ground glass
[Wong et al. 2020]. In the context of public health in Brazil, the delay in performing
and reporting RT-qPCR affects early diagnosis as a way of infection control and patient
care, suggesting other ways as an alternative to detect the disease and estimate prognosis
[Zeiser et al. 2022]. Furthermore, the chest X-ray, a simple and low-cost exam, proved to
be an essential exam in the screening and fight against coronavirus, being able to perform
the diagnosis of pneumonia and record the evolution of the disease through serial images
[Wong et al. 2020]. Therefore, with the opportunity to use X-rays as a way for diagnosis
and prognosis for the disease rapidly spreading around the world.

From this perspective, artificial intelligence has proved to be a highly valuable
tool in processing large volumes of data and demonstrating the potential to assist health
professionals in medical decisions [Lakhani and Sundaram 2017, De Fauw et al. 2018].
Furthermore, developing computational architectures based on Convolutional Neural Net-
work (CNN) models capable of making a report suggestion with high accuracy and high
positive predictive value in a short time can help decision-making in the health context.

Therefore, this article explores the application of Deep Learning (DL) techniques
in generating suggestions of radiological reports in X-ray images of patients with COVID-
19. The method consists of a pre-trained encoder/decoder architecture on a chest X-ray
set. In addition, we introduced a new dataset composed of X-rays and reports collected
from a public hospital. The experimental results suggest that the proposed methodology
is a helpful tool to aid in the process of chest X-ray analysis. The main contributions are
as follows:

• We propose a neural network structure for generating chest X-Ray report sug-
gestions. The model generates a suggestion for an X-Ray report by extracting
features from the images using a convolutional architecture. The characteristics
are then processed along with the tokens already provided by an LSTM network
with attention.

• Our experiments demonstrate consistent performance improvements when adding
our proposed modules. In addition, our model achieves state-of-the-art perfor-
mance for the dataset used.

The rest of this paper is organized as follows. In Section 2, we present the most
significant related works for the definition of the work. Section 3 presents the methodol-
ogy of the work. Section 4 details the results. Finally, Section 5 presents the conclusions
of the work.

2. Related Work
We evaluated suspected regions in the images (X-rays) for radiological diagnoses. Radi-
ologists are trained to assess various features and identify radiological findings accord-
ing to X-ray features and clinical history. These findings are then reported in the ra-
diological report. In this way, the radiological report summarizes the clinical findings
and represents a rich information for the patient’s staging [Granata et al. 2021]. In this
way, training machine learning models to suggest findings in natural language format can
provide interpretability to the models. Recently, methods based on extracting represen-
tations with convolutional neural networks for generating natural language using Long



short-term memory (LSTM) or attention mechanisms have attracted some research inter-
est [Zhang et al. 2017].

Over the years, several methods have been proposed for the visual captioning
task, producing just one sentence describing the contents of the images [Xu et al. 2015,
You et al. 2016, Rennie et al. 2017]. However, these methods were limited to practical
application in generating radiological reports. In this sense, more sophisticated proposals
were proposed with better capabilities to provide details of findings in X-ray images. One
of the forms currently used is the division of the report into two groups: (i) findings and
(ii) impressions. Findings consist of a detailed description of the information identified in
the radiograph. Meanwhile, the impression section forms the conclusion of the diagnosis
based on the information presented in the findings section [Jing et al. 2020].

Another alternative is the mining of tags that can represent most of the findings
presented in chest X-ray [Shin et al. 2016]. However, transforming the natural language
generation into a classification process can reduce the explainability and comfort of radi-
ologists in interpreting the result [Chen et al. 2020]. Therefore, methods that can generate
the report suggestion with characteristics similar to those used by radiologists present a
higher degree of feasibility for practical application [Jing et al. 2020]. The proposal of in-
tegrated methods, which can generate natural language and detect findings in the images,
despite the current low performance, presents an exciting approach to assist in under-
standing changes in X-ray [Wang et al. 2018].

A hierarchical model can be one of the ways to overcome challenges in the X-
ray chest report generation process. At first, the main findings’ detection is performed,
combined with the visual resources, and fed back into an LSTM network to generate the
report descriptions [Jing et al. 2017]. Using transformers using models with memory-
augmented mechanisms helps to improve the ability to generate long coherent text se-
quences. However, the proposed model showed a dominant behavior in generating normal
findings [Chen et al. 2020].

In summary, several recent works have investigated the automatic generation of
reports for X-ray chest images. However, the labels of current methods are mainly lim-
ited to diseases and do not present contextual information. In addition, the datasets mainly
present normal cases, so it is challenging to detect disease cases and rare findings in un-
balanced data. Therefore, these works lack evidence of their ability to generalize the
problem, making their use as an aid system for radiologists unfeasible. Thus, this work
has as its main contribution the evaluation of two methods for generating report sugges-
tions. In addition, we introduced a new dataset with a balanced distribution of cases
collected from a public hospital.

3. Materials and Methods

An overview of the methodology employed in this work is presented in Fig. 1. The
methodology is divided into four stages: preprocessing, data augmentation, training, and
testing. Preprocessing consists of image resizing, contrast normalization, and report pro-
cessing (Section 3.2). The data augmentation step describes the methods used to generate
synthetic images (Section 3.3). In the training stage, the models and the parameters used
are defined (Section 3.4).
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Figure 1. Diagram of the proposed methodology. The first step consists of col-
lecting the X-rays and the radiological reports. In the second step, the
X-ray images and the reports go through a pre-processing step, normaliz-
ing the images and removing irrelevant tokens for inference. Finally, step
three is responsible for extracting X-ray characteristics for generating the
report suggestion presented in step four.

3.1. Dataset

We collected 6650 chest radiographs from patients with COVID-19 and without COVID-
19 from a hospital in Porto Alegre. The information collected comprises clinical data and
radiographic reports from 697 patients. In this work, we used 3280 images of patients
with COVID-19 and 3370 images without COVID-19.

3.2. Pre-processing

In this step, due to the available computational capacity, the radiographs were resized to
512x512 pixels. The reduction was proportional in each axis, with a black border added to
the axis with the smallest size. Finally, we applied Contrast-Limited Adaptive Histogram
Equalization (CLAHE), which proved to be efficient in improving the performance of
DL [Pooch et al. 2020] algorithms. CLAHE subdivides the image into sub-areas using
interpolation between the edges. To avoid noise increase, uses a threshold level of gray,
redistributing the pixels above that threshold in the image. CLAHE can be defined by:

p = [pmax − pmin] ∗G(f) + pmin (1)

where p is the pixel’s new gray level value, the values pmax and pmin are the pixels with
the lowest and highest values low in the neighborhood and G(f) corresponds to the cu-
mulative distribution function [Zuiderveld 1994]. In Fig. 2, we present an example with
the original and preprocessed image.

In addition, we kept only alpha characters, removing special characters, numbers,
and punctuation from reports before the tokenization process to reduce the number of
tokens. As a result, the maximum size of tokens in the reports was 40 tokens and defined
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Figure 2. (a) Original XR image; (b) Preprocessed image.

considering the 80 percentile value. Finally, the radiographs and reports were divided
randomly into three sets, training (70%), validation (10%), and testing (20%).

3.3. Data Augmentation
For a better generalization in the training process, we performed a balancing of our data
set. In this way, we counted the number of radiographs with the same reports and per-
formed a horizontal flip of those with less than two occurrences. The option of performing
only the horizontal flip is motivated by the characteristics of a chest X-ray, which presents
slight variations that may indicate the presence or absence of specific pathologies. This
way, transformations such as distortions or shearing can add noise to the image, such as
the deformation of organs, making the report inference process difficult.

3.4. Deep Learning Architectures
For the generation of the report suggestions, we used a methodology based on image cap-
tioning composed of an image encoder and a decoder. We evaluated two architectures,
both of which employed as encoder a DenseNet121 pre-trained on the ChestX-ray14
dataset [Wang et al. 2017]. ChestX-ray14 is one of the largest open datasets, contain-
ing over 100,000 chest X-ray images. The decoders used were based on: (i) LSTM; and
(ii) Global attention with LSTM. For the LSTM, we used a set of 512 LSTM units fol-
lowed by a dense layer of 1567 units, corresponding to our dictionary size. Finally, in
the model with Global attention, we used 512 LSTM units followed by a global attention
layer and a dense layer of 1567 units. In Fig. 3 we present a view of the neural network
architectures used to generate the report suggestion.

In the training stage, we used the sparse categorical loss as the loss function,
considering only the losses for the words present in the original report. To optimize the
weights of the models, we use Adam’s algorithm. At the end of each epoch, we use the
validation set to measure the model’s accuracy on an independent set and obtain the best
training weights.
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Figure 3. Architecture of neural networks for the image features extraction and
report suggestion generation..

3.5. Evaluation Metrics

The performance evaluation of the report suggestion architecture will be performed us-
ing the Bilingual Evaluation Understudy (BLEU) metric. BLEU compares each pre-
dicted word in the sentence with the reference sentence. In other words, BLEU metrics
are determined by comparing a candidate sentence with reference sentences in n-grams
[Aafaq et al. 2019]. The BLEU score can be calculated by:

BLEU = min(1− lr

lc
, 0) +

N∑
n=1

wn log pn (2)

where lr and lc is the ratio between the size of the reference and predicted sentence, wn

are positive weights, and pn is the geometric mean of the modified n-gram accuracies
[Aafaq et al. 2019].

4. Experiment Results and Discussion
In this section, we present and evaluate the proposed models’ results. We train the models
for 100 epochs for each set. We evaluate each model at the end of training in the validation
set. The choice of the best set of weights was performed automatically based on the error
for the validation set. Tab. 1 presents the values obtained for the evaluation metrics in the
test set.

Analyzing the results of the models, we can see stability between the BLEU per-
formance metrics. However, the LSTM model presented inferior results compared to the
model with Global Attention. This result may be related to the functioning of the LSTM



Table 1. Results for the test set for each model.

Decoder BLEU-1 BLEU-2 BLEU-3 BLEU-4
LSTM 0.470 0.304 0.219 0.165

Global Attention 0.693 0.496 0.400 0.345

True Report: pulmoes pouco insuflados nao se observa sinal de
lesao consolidativa ou tumescente cateter vascular esquerda com
extremidade distal projetada na topografia da veia cava superior tubo
endotraqueal area cardiaca aumentada aorta com calcificacoes
parietais seios costofrenicos laterais livres
Predicted Report: nao ha evidencia de lesao tumescente ou
consolidacao no parenquima pulmonar area cardiaca aumentada
aorta com calcificacoes parietais seios costofrenicos laterais livres
presenca de cateter esquerda 

Figure 4. Example of a chest X-ray processed by LSTM model with Global Atten-
tion.

mechanism. The LSTM network will take the previous output as the contextual repre-
sentation of all the information already processed. In this way, the LSTM networks have
difficulty preserving the dependency for longer than some steps, making it challenging
to maintain the context in the process report inference [Cho et al. 2014]. Meanwhile, the
attention mechanism manages to preserve the context and measure weight for each output
already processed, which can facilitate the process of identifying pathologies in X-ray
images.

To illustrate the performance of the proposed methodology, we present the results
of the inference process of the reports in Fig. 4. In Fig. 4, we present a case of a lung
that, according to the radiologist’s report, does not present adequate inflation, which may
indicate a patient’s respiratory difficulty. In addition, it is possible to observe a change in
the cardiac area and calcifications in the aorta, which may indicate cardiovascular disease.
When we compare the report generated by the model, we can see an ability to detect
small changes in the images. In addition, we can highlight two findings, the presence
of a catheter in the left X-ray area and the identification of calcifications in the patient’s
aorta. Finally, given the variability of the images, the models still have some problems
differentiating some radiological findings, such as the exact position of the catheter or the
fact that the lungs are not adequately inflated.

Finally, we compare our results using the attention mechanism with LSTM and
the encoder based on DenseNet121. It is essential to highlight that our work is based on
a dataset with reports written in Portuguese, which makes it difficult to compare directly
with the works proposed in the current literature. However, the results obtained for the
proposed method are comparable to the state-of-the-art for the suggestion of chest X-ray
reports. In Tab. 2, we present the main results obtained by the related works.



Study Dataset BLEU-1 BLEU-2 BLEU-3 BLEU-4
[Shin et al. 2016] OpenI 0.793 0.091 0.0 0.0

[Jing et al. 2017] IU X-Ray 0.517 0.386 0.306 0.217

[Wang et al. 2018] OpenI 0.239 0.124 0.086 0.065

[Chen et al. 2020] IU X-RAY 0.470 0.304 0.219 0.165
[Jing et al. 2020] CX-CHR 0.693 0.626 0.580 0.545

Our method Private 0.693 0.496 0.400 0.345

Table 2. Comparison of our method with the related works.

5. Conclusion

This article compared two pre-trained models for the ChestX-ray14 dataset for the auto-
matic suggestion of chest X-ray reports. To improve the generalizability of the results, we
applied a set of pre-processing techniques. The main scientific contribution of this study
was the proposal of an architecture for the generation of chest radiological reports. The
pre-trained models can serve as a basis for future studies and provide a second opinion to
the radiologist during X-ray analysis.

The present study has some limitations. First, the current results are based on a
single institution dataset and transfer learning, achieving performance comparable to gold
standard expert assessment. Therefore, the current method still requires improvements in
detecting less frequent findings and learning based on a set of reports that considers a
broader range of writing modes of different radiologists. Furthermore, this can provide
more insights into the daily chest X-ray analysis protocol.

As future work, we intend to expand our dataset with a collection of chest X-rays
and reports from other institutions participating in an established research consortium. In
addition, we hope to analyze the influence of public datasets on the image features learn-
ing process of chest X-ray with COVID-19, analyzing whether the proposed models can
generalize features to different datasets. Furthermore, to provide a more significant ex-
planation of the method, we intend to add an attention mechanism to the image inference
process indicating which areas were more activated. Another point that can be explored is
the use of Transformers mechanisms for the decoder and encoder of the model. In addi-
tion, further studies are needed regarding the use of the Portuguese language in generating
report suggestions. This is because the Portuguese language and the process of writing the
report differ considerably from the standard adopted in the English language. Finally, a
proposal for a multimodal methodology, for example, using clinical data, laboratory tests,
and images, can be helpful in the transparency of diagnostic recommendations.
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