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Abstract. In recent years, the field of Machine Translation has witnessed the
emergence and growing popularity of Neural Machine Translation (NMT) sys-
tems, especially those constructed using transformer architectures. A critical
factor in developing an effective NMT model is not just the volume, but also the
quality of data. However, removing noise from parallel corpora, which involves
the intricacies of two distinct languages, presents a significant challenge. In
this paper, we introduce and assess a method for eliminating such noise, known
as the Three-layer Denoiser. The first layer of this process, termed textual nor-
malization, involves data cleaning using predetermined rules. The second layer
incorporates a text feature extractor and a binary classifier, while the third layer
evaluates the quality of sentence pairs using a pre-trained transformer model.
Experimental results, obtained from training various NMT models with both
clean and raw data, indicate a rise of up to 2.64 BLEU points in the models
trained with sentence pairs that were filtered by the Denoiser.

1. Introduction

In recent years, Neural Machine Translation (NMT) systems have been established as the
state of the art in the field of Machine Translation. Architectures based on Recurrent Neu-
ral Networks (RNNs), such as Sequence to Sequence [Sutskever et al. 2014], already have
quality gains in relation to Statistical Machine Translation (SMT) systems. In 2017, the
proposal for the Transformers architecture [Vaswani et al. 2017], based only on attention
mechanisms and which eliminates the need for mechanisms of recurrence and convolu-
tion, motivated the adoption of NMT systems. In general, transformer models are more
accurate, more parallelizable, and require less time to train than RNN-based models.

Although the quality gains presented by current NMT systems,
[Khayrallah and Koehn 2018] state that neural models are generally more impaired
by noise than statistical models. In their work, the authors explain that the quality
of data should be considered in addition to the amount of data. A large amount of
noisy data can generate an inaccurate model. [Khayrallah and Koehn 2018] point out
some common types of noise, such as the presence of sentences from a third language,
pairs of sentences whose target sentence does not match the translation of the source
sentence, disordered words, and untranslated sentences. While the approach should be
able to detect and eliminate different types of noise, it should also consider the different
linguistic characteristics of the language pairs of the corpus.



In this article, we present and evaluate an approach to remove parallel corpus
noise for NMT: the Three-layer Denoiser. The first layer is named textual normalization
and consists of the cleaning and elimination of noisy data through predefined rules. In
the second layer, there is a text feature extractor and a binary classifier. The instances
are classified into pairs of aligned sentences and pairs of misaligned sentences through
a Random Forest estimator that receives the extracted features as input. The third layer
scores the quality of sentence pairs through a pre-trained transformer model, and instances
with low scores are removed.

The evaluation of the Denoiser consisted of the evaluation of the performance of
three different NMT models: (i) one with 5 million unfiltered instances; (ii) one with 5
million instances filtered by Denoiser; (ii1) and one model with approximately 3.8 million
instances filtered by Denoiser. The NMT models were evaluated and compared using the
BLEU [Papineni et al. 2002], TER [Snover et al. 2006] and chrF [Popovi¢ 2015] metrics.
The objective was to verify the efficiency of the Three-Layer Denoiser through the gains in
translation quality of the models trained with filtered data. The results show an increase of
up to 2.64 BLEU points in the models trained with sentence pairs filtered by the Denoiser.

To achieve a better understanding of the obtained results, this work was divided
into six sections. Section 2 presents the Background, with state-of-the-art and the the-
oretical basis of the field of noise detection in parallel corpora, as well as the research
questions. Section 3 presents the methodology used for the creation and evaluation of the
Three-Layer Denoiser, this includes the description of the pipeline and the description of
the experiments. Section 4 illustrates the results of the experiments with the evaluation
of the trained models. In section 5, the results are discussed with regard to the obtained
metrics and the comparison of performance between the models. Section 6 presents the
conclusion.

2. Background

2.1. Approaches to Noise Reduction in Parallel Corpus

In the scientific literature, there are different methods for noise detection, elimination,
and data selection in Parallel Corpora. One type of approach used for selecting data for
Machine Translation (MT) systems is the calculation of entropy. [Axelrod et al. 2011]
present the bilingual cross-entropy difference (ML) method and explore two other
methods: source-side cross-entropy (Cross-Ent) and source-side cross-entropy difference
(Moore-Lewis method) [Moore and Lewis 2010]. The results show that the Cross-ent and
bLM methods provide significant gains in BLEU even with the reduction of the training
corpus. The Moore-Lewis method was able to work almost as well as the reference model
with only 35k sentences. The model trained with the bML method obtained the highest
increase in BLEU in relation to the reference model, 1.8 BLEU points with a corpus of
35,000 instances. In more recent work, [Junczys-Dowmunt 2018] introduced dual con-
ditional cross-entropy filtering for noisy parallel data. The authors evaluated the method
with the WMT2018 (shared task on parallel corpus filtering) and achieved the highest
overall scores for the task.

There are approaches that use models based on the transformer architecture for
noise detection and elimination. [Lewis et al. 2019] presented a denoising autoencoder



called BART that combines elements of BERT [Devlin et al. 2019] (Bidirectional Trans-
formers) and elements of GPT [Radford et al. 2018] (Auto Regressive Transformers). To
create the model, the data are corrupted with a function that adds noise, then BART is
trained for text reconstruction. In a later study, BART was used in the context of parallel
corpus for NMT. [Liu et al. 2020] used BART to create the multilingual approach mBART.
The authors claim that adding the mBART initialization yields performance gains in all
configurations except higher resource configurations, including up to 12 BLEU points for
MT of low-resource languages and more than 5 BLEU points for many document-level
and unsupervised models.

[Bane and Zaretskaya 2021] evaluated the performance of different data fil-
tering methods for NMT. Benchmarking was performed on the following methods:
LASER [Chaudhary et al. 2019], MARIAN Scorer [Junczys-Dowmunt et al. 2018], MUSE
[Conneau et al. 2017], and XLM-R [Conneau et al. 2019]. The correlation between the
human score and the score generated by the methods was calculated and from this, fil-
tering limits were established. The models were trained only with pairs of sentences that
had scores above the established limit. In large part of the experiments, MARIAN Scorer
appeared as the most efficient method of filtering, and the MUSE method also presents
good results.

This work proposes a noise elimination method that combines three approaches to
filter and improve the reliability of the dataset, thus enhancing the quality of the transla-
tion model. During the evaluation, we explored the EN-PT language pair, which is little
explored in the scientific literature.

2.2. NMT Evaluation

The human evaluation of an MT system can be quite expensive and time-consuming,
so some automatic evaluation metrics have been developed. In this work, three met-
rics were utilized: BLEU [Papineni et al. 2002], TER [Snover et al. 2006] and chrF
[Popovi¢ 2015].

The BLEU (Bilingual Evaluation Understudy) metric was proposed by
[Papineni et al. 2002] and it is a widely used metric because of its high correlation with
human evaluations. BLEU measures how close a sentence generated by an MT is to a ref-
erence sentence, the goal being to measure how similar the machine translation is to the
human translation. To calculate the score, BLEU compares the n-gram of the candidate
translation with the n-gram of the reference translation in order to count the number of
matches.

Another metric developed to evaluate machine translations is the TER (Translation
Error Rate) proposed by [Snover et al. 2006]. Unlike BLEU, TER is a translation error
rate defined as the minimum number of edits required to change a hypothesis to match
exactly one of the references, normalized by the average length of the references.

The chrF (character n-gram F-score) is a metric used to assess machine translation
quality by measuring the similarity between the reference translation and the machine-
generated translation based on character n-grams. It involves tokenizing the translations
into n-grams, identifying matching n-grams, calculating precision and recall, and deriving
the F-score as the harmonic mean of these values [Popovic¢ 2015].



The three metrics compare the sentences generated by an MT system with refer-
ence sentences, but each of them calculates different aspects. BLEU is an n-gram preci-
sion calculation, TER is a translation error calculation, and chrF is an F-Score calculation
with character n-gram.

2.3. Research Questions

As discussed earlier, there are some types of noise commonly found in parallel corpora
used to train MT systems. NMT systems are more sensitive to noisy data than SMT
systems, so it is important to have noise detection and elimination approaches. We devel-
oped the Three-Layer Denoiser, in which each layer uses a different method to detect and
eliminate noise. According to [Wang et al. 2018], the quality of an automatic translation
model is positively correlated with the quality of the data used for training the model, and
filtering noise from the parallel data reduces its negative impact on the translation model.
Therefore, in order to verify the validity of this proposal and the effectiveness of noise
elimination in creating NMT models, we conducted some experiments to answer the first
research question:

(RQ1) RESEARCH QUESTION 1: Does a Neural Machine Translation
model trained with data filtered by the Denoiser have superior quality in
relation to a model trained with unfiltered data of the same amount?

When we apply the Denoiser to a dataset, we are cleaning up noisy data,
so the final amount of that dataset will be reduced. Then, the first research ques-
tion aims to compare two machine translation models trained with Denoiser-filtered
data and Denoiser-unfiltered data, keeping the same amount of data for both sets.
[Koehn and Knowles 2017] demonstrate in their work the relevance of data volume for
training NMT models. However, it is important to evaluate the relationship between data
quality and quantity. So we raise a second research question:

(RQ2) RESEARCH QUESTION 2: Does a Neural Machine Transla-
tion model trained with a Denoiser-filtered dataset have superior quality
if compared to a model trained with the same dataset without filtering ?

The second research question aims to compare two models trained with a dataset
applying the Denoiser and the same dataset without applying the Denoiser. In this case,
without taking into account the amount of data. From the answers to the research ques-
tions, we can evaluate the quality of the Denoiser by comparing the various trained models
with different compositions of the dataset. The answers also allow us to test the hypothe-
sis present in the literature that increasing the size of the training dataset of an MT does
not necessarily improve the quality of the model [Wang et al. 2018].

3. Method

In this section, we present how the Three-Layer Denoiser operates and describe the De-
noiser evaluation experiment. In Figure 1, we illustrate the data flow in the Denoiser. In
each layer, a different filtering approach is used. In all layers, instances are removed for
the purpose of eliminating noisy instances.
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Figure 1. Data stream in Denoiser.
3.1. Rule-Based Filtering
The first layer of data hygiene consists of algorithms and regular expressions that aim
at normalizing and removing unwanted sentences or characters from the training dataset.
This layer contains 5 steps, where each step aims to remove: (i) malformed texts, (ii)
invalid characters, (iii) blank spaces, (iv) sentences from other languages and (v) European
Portuguese.

1 Rule-based 1

The first step removes pairs of identical sentences, that is, pairs of sentences where
the source and target are the same. Depending on the number of sentence pairs that have
this pattern, it can negatively affect the translation quality of the MT model. The second
step contains a series of regular expressions that have been constructed for the purpose
of removing unwanted data and patterns. Such patterns are collected from observations
and feedback produced by technical translators about random samples of the collected
datasets. The third step aims to remove extra spaces at the beginning and end of sentence
pairs, as well as double spaces. Generally, such spaces are created due to the extraction of
invalid words or characters, or they originate from the dataset itself. The fourth step con-
sists of removing the pairs of sentences that contain characters from the Cyrillic, Chinese,
and Arabic writing systems, pictograms, and non-printable or unknown characters.

In order to reduce sentences that may add biases from European Portuguese to the
translation model, a fifth pre-processing stage was added, which aims to remove pairs of
sentences that contain words exclusive from European Portuguese (pt_EU). The identifi-
cation of such sentences was made through the intersection between the words present in
the sentences and in a dictionary of words exclusive to pt_EU. If the intersection returns
a list with a size greater than zero, the sentence is classified as pt_ EU. The dictionary
contains 197 words of European Portuguese and was prepared and validated by linguists.

3.2. Binary Classification Filtering

The second layer is a binary classifier based on Random Forest [Ho 1995] trained using
the Scikit-learn [Pedregosa et al. 2011] framework. In this layer, the data is processed in
two steps: feature extraction and classification of instances based on the features. In the
feature extraction step, we selected 88 syntactic, morphological, and semantic metrics to
adequately represent the sentences, enabling comparison in terms of translation accuracy.

In the classification step, we used the extracted features to classify the pairs of
sentences into two classes, “OK” and “Not OK”. The “OK” class indicates a high sim-
ilarity between the source sentence and the target sentence, while the “Not OK” class
indicates a low similarity between the two sentences. The classifier was trained using



Table 1. Scoring Examples

EN PT Score
.A beautiful hptel Lindo h(')te% com 1 4 932666
with so much history. tanta historia.
This is to thfa Isso é em l?eneflclo _0.482310
benefit of tourists. dos turistas.
Completely totalmente -6.861598
new UI. outro eon.

a small set of reliable data where each instance included an English sentence, a Por-
tuguese sentence, and a label. For training the classifier, we randomly selected sentence
pairs from the parallel corpora Opensubtitles [Lison and Tiedemann 2016] and CCaligned
[El-Kishky et al. 2020]. These sentence pairs were labeled by two human language ex-
perts, resulting in a balanced dataset of 21,176 instances equally distributed across the
classes. To ensure data balance, the language experts translated random sentences from
the monolingual corpus BBC [Sharif 2018], and only the sentence pairs labeled as “OK”
were selected.

3.3. Marian Scorer Filtering

The final step of data filtering involves evaluating sentence pairs using the open-source
tool Marian-Scorer [Junczys-Dowmunt et al. 2018]. This tool is used to assign and quan-
tify scores to the remaining sentence pairs by calculating the Log of Probability per sen-
tence. The evaluation is performed using a pre-trained NMT model, the loss values for
each sentence pair are obtained, and the log of probabilities are calculated for the entire
set of pairs. The result of each sentence pair is a negative value that can vary from O to
—o00, where values closer to zero mean a low loss, that is, proximity to the word estimate
of the model. The parameters and weights, along with the previously trained model, are
generated using the Marian NMT [Junczys-Dowmunt et al. 2018] toolkit.

The data remaining from the previous filtering layer (Binary Classifier) is sepa-
rated into two plain text files. Each file contains the source and target sentences, with En-
glish and Portuguese used, respectively. The Marian-Scorer requires a previously trained
NMT model, thus, for the experiments performed in this data filtering layer, a translation
model trained with 62 million sentence pairs was used, which presented a BLEU of 47.50
in the PT — EN direction and 44.30 for the EN — PT direction in the test dataset with
19,420 pairs of sentences from different domains.

The Marian-Scorer assigns a negative value to each sentence pair found in the
source and target files. This value corresponds to the negative logarithm of probability,
indicating the probability of misalignment, as we can observe in Table 1. Filtering is per-
formed by removing sentence pairs with low scores. However, since the score is relative
to the NMT model used, a threshold must be defined to determine which sentence pairs
will be removed.

3.4. Experiment Description

To evaluate the performance of the Three-Layer Denoiser, three different MT models
were trained and evaluated (MT1, MT2, and MT3). MT1 serves as the reference model
trained with unfiltered data (raw data), while MT2 and MT3 were trained using data
filtered by the Denoiser. All models are based on Transformers architecture and have



been trained bidirectionally with the Portuguese-English language pair using the Marian
NMT framework [Junczys-Dowmunt et al. 2018].

As mentioned earlier, MT1 was trained with 1 million pairs of sentences from five
different corpora, totaling 5 million instances (Dataset 1). This training set underwent
a single filtering process to remove invalid instances, including rows with NaN values,
non-printable characters, and empty instances.

For MT2, all data used were processed by the Denoiser, and after processing the
datasets, 1 million pairs of sentences from five different corpora were selected, resulting in
a total of 5 million instances (Dataset 2). As for MT3, Dataset 1 was used for training, but
it underwent processing by the Denoiser, reducing the number of instances from 5 million
to 3,856,356. The evaluation process for MT2 and MT3 involves training the models
with their respective datasets, testing them with two different datasets, and calculating the
BLEU, TER, and chrF scores.

The training dataset was created from five parallel corpora available at the Opus
platform [Tiedemann 2012]. The corpora are: textitCCAligned [EIl-Kishky et al. 2020],
CCMatrix [Tiedemann 2012], Opensubtitles [Lison and Tiedemann 2016], Paracrawl
[Banon et al. 2020] and SciELO [Soares et al. 2018]. To evaluate the models, two test
datasets were employed: one with unfiltered sentence pairs (Raw Dataset) and another
with sentence pairs filtered by the Denoiser (Clean Dataset). The pairs of sentences used
to create the two datasets were extracted from the same parallel corpora, ensuring the
same amount and proportion of data. However, for the creation of the Clean Dataset, the
original parallel corpora were filtered prior to the extraction of the sentence pairs. The test
dataset contains 19,123 pairs of sentences from different subject domains (biomedical, IT,
literature, conversation, and science).

4. Results

This section presents the results of the Denoiser Benchmarking in order to answer the two
main research questions. In addition, the results of the investigation experiments for the
creation of the Binary Classifier and Marian Score are presented.

4.1. Binary Classifier

To evaluate the effectiveness of the denoising approach in machine translation, we em-
ployed the Random Forest and XGBoost classifiers. These classifiers were selected based
on their proven success in various natural language processing tasks, including text classi-
fication, sentiment analysis, and machine translation evaluation [Chen and Guestrin 2016,
Galar et al. 2011]. Both were trained and tested with the same balanced dataset that has
21,176 sentence pairs labeled “OK”and “Not OK”. With respect to the division of the
training and test sets, 14,823 instances (70%) were used for training the models, and 6,353
instances (30%) were used for testing. The result of the evaluation of the algorithms used
to train the classifier is shown in Table 2.

In addition to the classification into “OK” and “Not OK” classes, the test instances
were further classified as “High Score” or “Low Score”. Instances with Prediction Class
Probability equal to or greater than the set threshold were categorized as “High Score”,
while instances with lower probabilities were classified as “Low Score”. The objective
is to find the optimal threshold value to confidently identify and remove noisy sentence



Table 2. Algorithms comparison.

Threshold Algorithm Accuracy Precision Recall F1 AUC
05 Random Forest 0.706 0.707 0.700 0.703 0.788

' XGBoost 0.718 0.712 0.728 0.720 0.791
0.725 Random Forest 0.915 0.948 0.878 0912 0.948
XGBoost 0.841 0.870 0.790 0.828 0.890

—o— AUC —o— AUC
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Threshold Threshold

Figure 2. Model Evaluation Figure 3. Model Evaluation
- Random forest. - XGBoost.

pairs. Specifically, instances are removed when classified as “Not OK” and having a
Prediction Class Probability equal to or greater than the threshold value.

Both algorithms exhibit similar overall performance, disregarding their reliabil-
ity in classification. However, when considering instances with high Prediction Class
Probability for the “OK” or “Not OK” classes, the Random Forest model outperforms the
XGBoost model. Notably, the evaluation emphasizes F/ and AUC metrics.

In Figures 2, 3, 4 and 5, it is possible to analyze the performance according to
the Prediction Class Probability threshold. The red dashed line represents the selected
threshold for the template used in the Denoiser. In Figure 2 it is possible to observe that
the Random Forest model has greater performance variations in the first threshold ranges.
With threshold values above 0.7, the performance of the model starts to have considerably
smaller variations. The XGBoost model, whose performance is illustrated in Figure 3, has
minor variations in performance across all threshold ranges.

The Random Forest model achieves higher AUC and F1 scores for higher Pre-
diction Class Probability values. Based on this observation, a threshold value of 0.725
was selected as it corresponds to AUC and F1I values greater than 0.90. Furthermore,
this threshold range includes a substantial number of “High Score” instances that can be
effectively removed with a minimal error rate.

4.2. Marian Scorer

As demonstrated in Section 3.3, Marian-Scorer utilizes a pre-trained NMT model to cal-
culate the logarithm of probabilities for each sentence pair. However, due to the nature
of the probability scores generated by Marian-Scorer, a decision threshold needed to be
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Table 3. Labeled Dataset

EN PT Label
forbanhold.com and 1=1 cbdoil50.com Incorrect
English to Croatian Translation | Inglés to Croata Traducao | Incorrect
For how long you have Por quanto tempo vocé Correct
that problem ? tem esse problema ?

defined to exclude potentially poor-quality sentences. To determine the threshold, scores
were computed for a dataset consisting of 33,119 sentence pairs in the English-Portuguese
(EN-PT) language pair. These pairs were labeled by language experts to indicate whether
the translation was correct or not, as shown in Table 3.

To calculate the best decision threshold that maximizes the number of correct
sentence pairs and reduces the number of incorrect pairs, it was necessary to define a
reduced sample space, due to the variance of the scores being between —oo and 0. To this
end, the metrics of Recall, Precision, Accuracy, and F1 for the predictions were calculated
using the thresholds defined in the minimum value range of (-9.59) and the 1st quartile
(-1.56) of the scores of the correct sentences. This range covers the intersection between
the scores of the data labeled as incorrect and the data labeled as correct.

Figure 6 illustrates the chosen threshold range (represented by red dashed lines)
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for investigation. Once the limits of the sample space were determined, it was necessary
to divide this space into N parts, where N is a heuristic value dependent on the interval
size and the sample type. For this experiment, / was defined as 120. The behavior of the
resulting metrics for each of the 120 thresholds can be observed in Figure 7. It can be seen
that Accuracy, F1, and Recall metrics tend to reach their highest peaks between -3 and -2.
The three best threshold values and their respective metrics are presented in descending
order in Table 4 with the first threshold (-2.45) being the one used in the current pipeline.

Table 4. Metrics of each threshold

Threshold | Precision | F1-Score | Accuracy | Recall
-2.455905 68% 78% 74% 94%
-2.537068 67% 78% T4% 94%
-2.374742 68% 78% 75% 93%

4.3. Pipeline Benchmarking

The five parallel corpora used as the source of sentence pairs for training were completely
filtered. Table 5 presents information about the original size of the parallel corpora, the
size after filtering, and the percentage of the ratio between the size of the corpus after
filtering and the original size of the corpus.

Table 6 presents the results of the training and evaluation of the three models
(MT1, MT2 and MT3). Each model was subjected to four different tests: two different
datasets (Raw Dataset and Clean Dataset) varying the source language and the target
language (EN—PT and PT—EN). The MT 2 model was trained with 5 million sentences
in each direction filtered by the Denoiser, presented the highest BLEU in all tests. The
MT?3 model was trained with a reduced number of sentences filtered by the Denoiser,
presenting the second best performance. The MT]1 reference model underperformed the
other two models in all tests.

MT?2 outperformed MTT in all tests. The test performed with the Clean Dataset
in the PT—EN direction had the greatest difference in performance between the models.
For the EN—PT direction in the Clean Dataset, there was a difference of +2.64 points
and for the PT—EN direction, there was a difference of +1.85 points between MT2 and
MT1. The test performed with the Raw Dataset in the PT—EN direction had the smallest
difference in performance between MT2 and MT1, with +1.52. The test which shows the
smallest difference of chrF between the models is the one with the Raw Dataset in the
EN—PT direction, the difference being +1.21 points.

Table 5. Cleaning of Training Datasets

Dataset Original Size | Filtered Data Size | Percentage
CCMatrix 173,743,166 108,377,096 62.38%
Opensubtitles | 33,222,606 17,264,469 51.97%
CCAligned 13,650,321 9,823,117 71,96%
Paracraw! 102,633,504 5,670,961 5,52%
SciELO 3,084,830 2,498,613 80,99%




Table 6. Performance Evaluation
Test Dataset | Model EN - PT PT — EN

BLEU TER chrF | BLEU TER chrF
MT1 | 38.50 52.00 62.13 | 4577 45.49 65.98
Raw MT2 | 40.58 5049 63.34 | 47.29 44.11 67.30
MT3 | 39.74 5143 62.55| 46.22 45.03 66.68
MT1 | 4192 48.06 6538 | 47.26 43.57 67.98
Clean MT2 | 4456 45.88 67.02 | 49.11 41.78 69.61
MT3 | 4374 46.76 66.28 | 48.43 4232 69.04

MT3 outperformed MT1 in all tests. The test performed with the Clean Dataset in
the EN—PT direction had the greatest difference in performance between the models in
relation to the BLEU and TER scores. The difference in BLEU between MT3 and MT1
is +1.82, and the difference in TER is -1.3. The test that showed the greatest difference of
chrF between the models is the one with the Clean Dataset in the PT—EN direction, and
the difference is +0.9 points. The test performed with the Raw Dataset in the PT—EN
direction had the smallest difference in performance between the models in relation to the
BLEU and TER scores. The difference in BLEU between MT3 and MT1 is +0.45, and
the difference in TER is -0.46. The test with the smallest difference of chrF between the
models is the one with the Raw Dataset in the EN—PT direction, the difference being
+0.42 points.

The Denoiser has shown significant improvements in translation quality, consid-
ering three different metrics that calculate different aspects of NMT translation quality.
The increase in BLEU indicates an improvement in n-gram accuracy, the reduction in TER
indicates a reduction in translation errors, and the increase in chrF indicates an increase
in n-gram F-Score at the character level.

5. Discussion

5.1. Research Question 1

In this subsection, we aim to address the research question RQ1. This question focuses
on the quality of the NMT training data and seeks to validate [Wang et al. 2018] while
evaluating the efficiency of our noise elimination method.

To evaluate the performance of the three models, we developed a methodology
encompassing four different contexts. Two datasets were used to mitigate possible threats
to the experiment’s validity. The sentence pairs used in the test datasets were taken from
parallel corpora susceptible to noise; therefore, there is a test dataset with sentence pairs
filtered by the Denoiser. However, it is possible that the Denoiser biases MT2 and, con-
sequently, favors MT2 in comparison with the MT1 model using a dataset filtered by
Denoiser, so there is a test dataset with pairs of sentences not filtered by Denoiser.

MT?2 consistently outperformed MT1 in all tests, demonstrating the effective-
ness of the Denoiser’s noise elimination across various data domains and supporting
[Wang et al. 2018]. MT2’s gains in BLEU in relation to MT1 ranged from +1.52 to +2.64.
In addition to the BLEU metric, used in most works related to NMT, we used the TER and
chrF metrics. The MT2’s gains in chrF relative to MT1 ranged from +1.21 to +1.64 and



the TER reductions ranged from -1.38 to -2.18. The MT2 model has considerably higher
quality than MT1 in different aspects.

While subsection 2.1 highlights diverse BLEU gains reported in related works, it
is challenging to compare these gains with our method directly. Nevertheless, the evalua-
tion experiments involving the MT1 model (reference model) and the MT2 model (trained
with filtered data) clearly demonstrate that reducing noise in the training dataset signifi-
cantly enhances the quality of the NMT model. Hence, the Neural Machine Translation
model trained with data filtered by the Denoiser outperforms a model trained with the
same amount of unfiltered data in terms of quality.

5.2. Research Question 2

[Koehn and Knowles 2017] emphasizes the significance of having a large volume of train-
ing data for NMT and demonstrates that the quality of the NMT system tends to improve
as the amount of data increases. Through the answer to RQ2, we aim to verify the valid-
ity of the statements presented in the work of [Koehn and Knowles 2017] and, in parallel,
evaluate the performance of Denoiser in a scenario in which the model is trained with a
smaller amount of data and less noise.

To address RQ2, we examined the performance of the MT3 model compared to
the MT1 and MT2 models. The evaluation experiments involving the MT1 model and the
MT?3 model (trained with a reduced amount of filtered data) revealed that reducing the
number of noisy sentence pairs in the training dataset significantly enhances the quality
of the trained NMT model. Consequently, a Neural Machine Translation model trained
with a dataset filtered by the Denoiser outperforms a model trained with the same dataset
but without any filtering. MT3 consistently underperformed MT2 in all tests, supporting
the assertion made by [Koehn and Knowles 2017]. In a scenario where training datasets
have similar noise levels, the data volume significantly impacts the MT model’s quality.

In conclusion, the Denoiser effectively improves the performance of NMT mod-
els, even when noise elimination reduces the number of instances available for training.
This demonstrates an increase in data quality. However, it is important to note that greater
availability of high-quality training data can further enhance the performance of the NMT
model.

6. Conclusion

In this work, we introduced the Three-layer Denoiser, a filtering pipeline designed to
eliminate noise in parallel corpora. The pipeline comprises three filtering stages: a rule-
based noise eliminator, a binary classifier based on Random Forest, and a scorer based on
Transformers using the Marian Scorer tool.

Three bidirectional EN-PT MT models were trained and evaluated in different
contexts. The evaluation shows that an MT model trained with data filtered by the De-
noiser has better translation quality than an MT trained by data that was not filtered by
the Denoiser, even when there is a smaller amount of data. During the experiments, the
Denoiser provided increases in BLEU between 0.45 and 2.64.The experiments also show
that the quality and quantity of data impact the performance of the trained MT model, and
there needs to be a balance between the two factors.



The combination of the three layers allows the elimination of noise even when
there is little reliable data available due to the first two layers: the Rule-based method,
which does not use Machine Learning models and the Binary Classifier. When there is a
large number of sentence pairs available, the third layer of the Denoiser can be used, the
Marian Scorer.

There are some aspects that should be highlighted in the evaluation method of the
Denoiser developed in this work: the inclusion of sentence pairs from different domains
in the same test dataset, the use of the Portuguese-English language pair, and the investi-
gation of the relation between quantity and quality. There are also limitations that must be
considered: the volume of data used for training, the lack of an evaluation with other lan-
guage pairs, and the lack of an evaluation of the impact of each Denoiser layer in training
the NMT. Future work on the Denoiser should involve testing it with different language
pairs and larger datasets. Assessing each layer independently is crucial to understand their
impact on noise elimination and NMT quality.
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