Natural Language Processing and Social Media: a systematic mapping on Brazilian leading events
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Abstract. The number of social media platforms has increased significantly, as well as the number of active users. More than 18.2 million text messages are transmitted every minute on these platforms. Given the amount of data available, Natural Language Processing (NLP) techniques have been used by several researchers to analyze this large amount of unstructured data. Thus, it is essential to understand social media analysis’s main trends and challenges. From this perspective, this study presents a systematic mapping of NLP for social media analysis considering papers published in five well-established academic Brazilian events: BRACIS, BraSNAM, ENIAC, STIL, and PROPOR. The study aims to identify the main tools and techniques used, tasks performed, data sources, and evaluation measures. For this purpose, 186 studies were analyzed and carefully selected among the 654 papers published in these events in the three years (2020 to 2022). The results show a glimpse of the current scenario on the subject and point out areas that can be improved in future research with techniques for tasks such as text classification, sentiment analysis, and named-entity recognition. Therefore, this work can be helpful for academics interested in exploring the potential NLP for social media analysis and having a clear view of gaps, challenges, and research opportunities in this area. Nevertheless, it should guide the productive sector in this knowledge transfer, reducing the gap between the state of the art and practice, consequently increasing the competitiveness and innovation of social media analysis tools.

1. Introduction

Social media facilitates the connection between individuals and helps break down communication barriers, allowing everyone to share their stories and opinions [Hou et al. 2020]. [Kaplan and Haenlein 2010] describe social media as “a group of applications based on the Internet and the ideological and technological foundations of Web 2.0 that allow the creation and exchange of User-Generated Content (UGC)”’. In this sense, we can think of social media as the leading platforms and their features, such as Facebook, Instagram, and Twitter. In practical terms, we can also understand social media as an additional digital marketing channel that professionals can use to establish customer communication. From this perspective, social media becomes less about specific technologies or platforms and more about sharing information between users who have similar interests [Almeida et al. 2020, Appel et al. 2020].
Over the years, the number of social media sites and active users on these platforms has increased significantly, becoming one of the most important online applications [Aichner et al. 2021]. This fact has consequently led to the rise of communication via text, with over 18.2 million text messages transmitted every minute [Balaji et al. 2021]. The data generated by users have sparked academic interest, resulting in the increasing importance of the social media analysis field, which involves collecting and analyzing various social media data and extracting valuable and hidden information [Choi et al. 2020]. In the same direction, Natural Language Processing (NLP) has emerged as a promising approach to social media analysis. NLP is a subfield of Artificial Intelligence (AI) that uses computational techniques such as Machine Learning (ML) and Deep Learning (DL) for computers to learn, understand and produce human language content from the enormous amount of linguistic data available [Hirschberg and Manning 2015]. In this way, the intersection of these areas, combined with the ability of NLP to interpret and analyze linguistic data, drives the development of innovative approaches in social media analysis [Zhang and Lu 2021].

However, many challenges may depend on the natural language data context, making it difficult to achieve all goals with a single approach [de Oliveira et al. 2021]. For this reason, several researchers have widely studied the development of different tools and methods in the field of NLP, including specific tools and methods adapted to UGC [Khurana et al. 2023, Júnior et al. 2020]. With the growth of Brazilian communities of AI, data science, social media analysis [Lobato et al. 2021], and NLP, we wonder how knowledge in these areas is being spread across the scientific communities. To the best of our knowledge, there is no survey in the literature on methods and techniques for analyzing social media used in Brazilian events.

In order to fill this gap, we conducted a systematic mapping aiming to provide an overview of NLP techniques’ application to social media analysis, identify the most used algorithms, and understand current trends in NLP use in this context. We have chosen the top five scientific events that publish work at the intersection of NLP and Social Media, namely: Brazilian Conference on Intelligent Systems (BRACIS), Brazilian Workshop on Social Network Analysis and Mining (BraSNAM), Encontro Nacional de Inteligência Artificial e Computacional (ENIAC), Symposium in Information and Human Language Technology (STIL) and International Conference on Computational Processing of Portuguese Language (PROPOR). Our analysis included 654 papers from 2020 to 2022, of which 186 (30%) were reviewed. This period was chosen given the dynamic nature of the area, hence its rapid obsolescence.

The results obtained are helpful for researchers and practitioners interested in exploring the potential of these tools and techniques, having a clear picture of gaps, challenges, and research opportunities in this area, and analyzing the current scenario in research involving NLP and social media. For the productive sector, this study can contribute to knowledge transfer, reduce the gap between the state of the art and practice, and increase the competitiveness and innovation of social media analysis tools. It is essential to point out that we are following Open Science Principles by providing all our data in a publicly available GitHub repository, allowing the reproducibility of the results.

The remainder of this paper is organized as follows: In Section 2, we discuss some related works. In Section 3 we present the systematic mapping protocols. The
results obtained are discussed in Section 4. Finally, the conclusion is given in Section 5, including directions for future research.

2. Related Works

Social media has become an essential data source for analysis across different sectors, including business, government, and the leisure industry [Hassani and Mosconi 2022, Mirzaalian and Halpenny 2019]. As the amount of data generated daily grows, data analysis techniques have become more important than ever in providing valuable insights [He et al. 2019]. Consequently, many researchers have explored this area to identify the nature of the data and the research domains addressed, thus allowing a better understanding of social events. Given what has been said, [Zachlod et al. 2022] conducted a systematic review of 94 papers that used or discussed social media data analysis as the main research topic between 2017 and 2020. This study identified that most of this data was collected from Twitter, Facebook, TripAdvisor, and LinkedIn.

Still in this perspective, [Khurana et al. 2023] aimed to present in detail the state of the art on trends and challenges in the field of NLP, with relevant works in the literature until 2022. It is seen that over the years, ML and DL methods have been used in different NLP tasks. Techniques used in multitasking learning are identified, such as Part-of-speech tagging (POS-tagging) and Named-Entity Recognition (NER), in Word Embedding, such as Global Vectors (GloVe) and Attention Mechanisms such as Transformers, with Bidirectional Encoder Representations from Transformers (BERT) being the most used. Despite significant advances, there are challenges; for instance, due to informal language, idioms, and culturally specific terms, there are few comprehensive linguistic models for different domains and geographic areas [Khurana et al. 2023, Pedroso et al. 2022].

[Souza et al. 2018] conducted a systematic mapping of studies related to the application of text mining to the Portuguese language from 1996 to 2014. The study used an automated search approach in digital libraries and a manual search in several conference proceedings held in Brazil (e.g., PROPOR, BraSNAM, and STIL). Among the 234 tasks identified, text classification was the most addressed, representing 49% of the studies. The most used preprocessing technique for this task was stopwords removal, and the main algorithms employed were Support Vector Machine (SVM) and Naïve Bayes. Regarding data sources, approximately 50% of the studies were based on online news (e.g., Folha de São Paulo and Público), while Twitter was identified as the main source of social media. Also, evaluation metrics, such as Precision, Recall, and F-measure, were prevalent.

In [Júnior et al. 2020], the author carried out a mapping of works published in international conferences of great impact in the area of data analysis from social media. The study adopted a systematic mapping approach, with targeted research questions to identify the most prevalent databases, tools, and algorithms in the studies, resulting in the analysis of 440 papers published between 2016 and 2019. The most widely used database was Twitter, followed by Facebook, Reddit, and Wikipedia. Regarding the tools, Linguistic Inquiry and Word Count (LIWC) were the most used, including Scikit-learn and Word2vec. As for algorithms, SVM, Logistic Regression (LR), and Long Short-term Memory (LSTM) were identified as the most frequent.

NLP and social media analysis still require a great deal of research and development, especially with the emergence of new platforms and the evolution of data analy-
sis models, as discussed in [Khurana et al. 2023]. Textual data analysis faces significant challenges, especially in the use of techniques and tasks specific to particular languages. The limitations of algorithms and tools for these languages are an important obstacle in this scenario. Likewise, few studies have focused on Brazilian events, as in the case of [Souza et al. 2018], whose mapping covered only up to 2014, and [Júnior et al. 2020] which was based on studies of international conferences. Therefore, the need for a systematic mapping directed to the NLP in social media analysis comes from the lack of works that show the state of the art focused on Brazilian academic events, in order to fill this gap and provide a comprehensive view of the state of the art in the national context.

3. Methodology

We carried out a systematic mapping study using the methodology presented by [Sinoara et al. 2017] and [Pelissari et al. 2022]. This choice was because they are based on the methodological path proposed by the seminal work [Kitchenham et al. 2007]. Systematic mapping is a bibliographic review technique that, although it differs from a systematic review due to the depth and breadth of the analyzed studies, follows a well-defined protocol and can be used to obtain a mapping of publications on some subject or field, identifying research gaps and areas that require the development of primary studies [Sinoara et al. 2017]. Following, the three phases are described to know: planning, conducting, and reporting.

3.1. Planning

In the planning phase, the protocol was defined, in which the research questions are described, as well as the research process with the sources in which the studies were mapped, and the studies selection guided by the inclusion and exclusion criteria.

Research Questions (RQ). The research problem tackled is related to a lack of information about methods and techniques for analyzing social media in Brazil. To solve this knowledge gap, a series of research questions were formulated that sought to be answered through systematic mapping. The RQs are presented below:

- RQ1: Which NLP tools and techniques are primarily used in scientific events under scrutiny?
- RQ2: What are the sources and nature of the data used in social media analysis?
- RQ3: What are the most used evaluation metrics in studies using NLP for social media analysis?

Search Process. The research process consisted of a manual search of the scientific events’ proceedings, such as conferences, symposiums, meetings, and workshops between 2020 and 2022, listed in Table 1. These works are available in two digital library research sources: the SBC-OpenLib (SOL) of the Brazilian Computer Society (SBC) and SpringerLink. Therefore, the choice of these events is justified because they are considered important bases of national research in studies related to the areas of NLP, AI, and Computational Intelligence, as pointed out by [Lobato et al. 2021], [Carvalho et al. 2022] and [Pardo et al. 2010].

Study Selection. Inclusion and exclusion criteria were applied to select the most relevant works on NLP techniques applied to social media analysis. The inclusion and exclusion criteria are given in Table 2. Inclusion criteria embrace papers in the events’
proceedings that address techniques, models, text mining tools, and social media analysis. Subsequently, scientific papers outside the inclusion criteria, such as publications in languages other than Portuguese or English, works irrelevant to the NLP, and social media analysis, were removed from our study. This selection followed the order (i) title, abstract, and keywords; (ii) introduction and conclusion and (iii) full paper. Papers that addressed systematic mapping or systematic literature review were also excluded.

### Table 2. Inclusion (IC) and Exclusion (EC) Criteria for Selecting Relevant Studies.

<table>
<thead>
<tr>
<th>Inclusion Criteria (IC)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IC1: Papers that address techniques, models, text mining tools, and textual analysis in social media analysis.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion Criteria (EC)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EC1: Papers that are outside the inclusion criteria</td>
<td></td>
</tr>
<tr>
<td>EC2: Publications written in languages other than Portuguese or English.</td>
<td></td>
</tr>
<tr>
<td>EC3: Papers that are not relevant to NLP and social media analysis based on the title, abstract, keywords, introduction, and conclusion.</td>
<td></td>
</tr>
<tr>
<td>EC4: Papers of systematic mapping or systematic literature review.</td>
<td></td>
</tr>
</tbody>
</table>

#### 3.2. Conduction

As mentioned before, we evaluated papers published between 2020 and 2022 from BRACIS, BraSNAM, ENIAC, PROPOR, and STIL, which resulted in 654 papers. Two authors read the papers individually and assessed whether the works met the inclusion and exclusion criteria in Table 2. After rigorously applying these criteria, 468 papers were excluded. The exclusion occurs because many of these studies involved manipulating multimedia data, including images, videos, and audio, or creating, describing, or annotation corpora; thus, they are not within the scope of this systematic mapping, which aims to evaluate studies that address text mining or text analysis. Based on the established inclusion criteria, 186 papers were selected for data extraction. Fig. 1 presents the number of works included and excluded in each selected event.

**Data Extraction.** For extracting data related to research questions, we created a spreadsheet using Google Sheets to organize the attributes. The worksheet covers the following attributes: paper metadata (title, year, authors etc); data source (e.g., Twitter, Reddit, and Facebook) and data nature (e.g., corpus built/collected, already available or not described) responding to RQ2; Tool and Technology (e.g., NLTK and spaCy); tasks (e.g., preprocessing, text classification, and sentiment analysis); and techniques (e.g., TF-IDF and BERT) related to RQ1. Additionally, evaluation measures were identified (e.g., F1-Score, and...
cosine similarity) are used to respond to RQ3, and the development environment \(\text{e.g.,}\) Python and Jupyter Notebook) was also included. In summary, during the complete paper reading process, these attributes were identified and indexed in the spreadsheet according to the order in which they were read. This information was mainly extracted from the materials and methods described in the papers.

**Data analysis.** An inductive approach was adopted to extract and analyze information from the collected qualitative data. For this, an exploratory analysis was performed using the Python 3.9.13 programming language with the aid of the Jupyter Notebook interactive programming environment. We used Pandas for data manipulation and Matplotlib and Seaborn for data visualization, following the other reviews such as [Lequertier et al. 2021, Almeida et al. 2020]. It is important to note that the attributes were pre-processed to remove unnecessary spaces and accents and convert the strings to lowercase. Therefore, qualitative data were extracted by developing a dictionary for counting words. Worth mentioning that all material produced during the conduction of this systematic mapping is publicly available in a repository on GitHub\(^1\). These papers will be described and explored in the results section.

### 4. Results and Discussion

In this section we answer and discuss the RQ. With this, a general and exploratory analysis of the works is presented, approaching the most frequent NLP tools and techniques in social media analysis, followed by the sources and nature of the data used in these analyses. Finally, we present the evaluation metrics identified in the studies.

#### 4.1. Exploratory analysis

A total of 186 papers were selected from the 654 works published in the above-mentioned conferences, considering a time frame from 2020 to 2022. It means that 30% (186) papers are addressing NLP applied to social media analysis. The temporal distribution by year of publication is shown in Fig. 2.

Fig. 2 shows a significant increase in publications in 2021. This trend can be attributed to the growing amount of content generated on social networks due to the COVID-19 pandemic [Pachucki et al. 2022, Rosen et al. 2022]. It is essential to highlight that some events, such as STIL and PROPOR, have a biennial periodicity. Also, while conducting this analysis, the diffusion of works in other areas of AI and Computational Intelligence was noticed in the event proceedings, such as BRACIS and ENIAC in the year 2022. This trend of exploration and exploitation of new research fields may

\(^1\)https://github.com/fabiolobato/ENIAC23-SysMapping
have impacted the proportion of specific textual analysis studies within the scope of this mapping.

Although BRACIS and ENIAC have more published papers (gross), considering the scope of this systematic mapping, BraSNAM, PROPOR, and STIL present a higher percentage of works included in our analysis. For instance, STIL presents 61% and BraSNAM 49% of papers included. It means that they are applying NLP to social media analysis in-depth, while BRACIS and ENIAC have a broader scope. These results corroborate the conclusions discussed by [Souza et al. 2018].

4.2. Tools and Techniques in NLP for social media analysis

In this section, we perform an exploratory analysis in order to answer the research questions. For this, we conducted a quantitative analysis considering the count of each unique attribute extracted in each selected study. The same applies to the following sections.

• RQ1: Which NLP tools and techniques are primarily used in scientific events under scrutiny?

Considering the 186 analyzed studies, we identified 135 tools assigned to NLP tasks, corresponding to more than 81% of the works. Fig. 3 presents the ten most frequent tools. Scikit-Learn is the most prevalent, corresponding to 37% of mentions. This tool was specifically developed for practical ML applications and can be used in various stages of the NLP pipeline. It is widely used in text classification tasks, in studies such as [Vitório et al. 2022] and [Cordeiro et al. 2022], feature extraction through topic modeling analysis in [de Sousa et al. 2020], and resources for sentence representations as in [Aragy et al. 2021]. Thus, this tool stands out for its versatility, allowing researchers to explore different approaches and models for their text analysis.

For text preprocessing tasks, NLTK is the most used tool, applied in 39 studies (26%), being in second place in the overall ranking. NLTK is an open-source platform for NLP that supports several tasks, such as tokenization, lemmatization, stopwords removal, POS tagging, etc. Followed by spaCy, mentioned by 23 papers (15%), a Python library that provides features for tasks like POS tagging, NER, parsing, text classification, and
stemming. Fig. 3 also reveals a large number of underutilized tools, such as TensorFlow and PyTorch, which are ML and DL frameworks for building and deploying language models. These tools play a crucial role in data processing and analysis and are in line with the techniques that will be described later.

Besides, it is crucial to point out that 36 studies (19%) did not clearly describe the tools used. It means that the experiment’s replicability is impaired/unfeasible. Apart from the efforts of the Brazilian community to stick to open science [Laender et al. 2020], this research-find raises a red flag to Technical Programs Committees to include this aspect in their evaluation systems.

A total of 275 techniques were identified, where only 3 of the studies did not clearly describe the technique used. Fig. 4 shows that the most frequent technique is BERT, used by 63 studies (34%), which consists of a language model based on Transformers that stood out for its performance in NLP tasks, mainly for pre-training representations of unlabeled texts [Devlin et al. 2018]. In particular, the high usage of the pre-trained BERT model indicates the recognition of its effectiveness in capturing semantic relationships and its applicability in several tasks such as natural language inference [Nanclarez et al. 2022], text classification [Serras and Finger 2021, Ferraz et al. 2021], sentiment analysis [Britto et al. 2022] and, entities extraction through the tokens classification in [Lochter et al. 2020]. Besides, some BERT variants are also present in our analysis, worth mentioning BERTimbau, discussed in 32 papers (17%); Multilingual BERT (M-BERT) used in 15 studies (8%); and BERTopic mentioned in 6 works (3%).

Regarding the techniques, 105 of the studies reported splitting data into training and testing sets. Based on this, many DL and ML models were applied, in such a way that there is the presence of several other DL techniques, such as Word embedding applied in 53 studies (29%), Word2Vec in 29 papers (16%), LSTM used in 29 studies (16%), Multi-layer Perceptron (MLP) in 20 papers (11%), GloVe present in 20 studies (11%), FastText in 16 studies (9%), Convolutional Neural Network (CNN) mentioned in 16 works (9%) and Bidirectional LSTM with Conditional Random Fields (BiLSTM-CRF) in 16 studies (9%).

From the ML techniques identified, 48 studies (26%) mention SVM, widely used for classifying and training labeled textual data. SVM is followed by Naïve Bayes, used in
42 studies (23%); Random Forest (RF) present in 36 works (20%); LR in 26 papers (14%); and Decision Tree Classifier (DTC) in 21 studies (12%). Other language models and text representations are also present. When interpreting the results, it is observed that the techniques most mentioned in the studies reflect current trends in the NLP Research field, as stated by [Khurana et al. 2023]. In addition, a comparison of the ten most used tools between events was performed, as shown in Fig. 5. This Figure helps identify researchers’ preferences regarding NLP techniques in text analysis.

As shown in Figure 5, BRACIS has the highest prevalence of works using DL techniques, mainly for text classification, with language models such as BERT, Word
embedding, and LSTM. These results suggest a significant interest in using approaches based on pre-trained language models, distributed word representations, and recurrent neural networks in social media analysis - this research-find is in consonance with [Gururangan et al. 2020]. In contrast, ENIAC addresses more works that use text classification and text representation models in their analyses, such as SVM, RF, Naïve Bayes, and TF-IDF. These results show the use of traditional ML techniques in social media analysis in studies published in ENIAC. It is also observed that the BERTimbau pre-trained model has been widely used by papers published in STIL, BRACIS, ENIAC, and PRO-POR. This model emerged as an approach proposed by [Souza et al. 2020] to deal with NLP tasks [Hammes and de Freitas 2021, Cortiz et al. 2021].

4.3. Data Sources

Regarding research question 2:

- RQ2: What are the sources and nature of the data used in social media analysis?

The most frequent data sources in the studies were identified during the papers’ information extraction. By analyzing the word cloud in Fig. 6, it is possible to observe that Twitter is the most frequent data source, indicating that researchers widely explore this platform. In addition to Twitter, other sources, such as Google News, are highlighted. It is worth mentioning that other datasets are derived from Google News, such as the Avaliação de Similaridade Semântica e Inferência Textual2 (ASSIN) which consists of a set of data built with 10,000 sentence pairs of real journalistic texts. Some other data sources are also observed in Fig. 6, a non-exhaustive list includes: Wikipedia, UOL3, TripAdvisor, G14, Folha de São Paulo, Amazon, Judiciary System platforms, and e-commerce platforms.

![Figure 6. Word cloud of data sources identified by our analysis.](image)

From an overall analysis of the results presented in Fig. 6, we can assert that the data sources identified represent different contexts, ranging from user opinions,

---

2http://nilc.icmc.usp.br/assin/
3https://www.uol.com.br/
4https://g1.globo.com/
news, and product information in e-commerce to legal data. These research-findings are consistent with [Choi et al. 2020], [Zachlod et al. 2022], [Souza et al. 2018], and [Júnior et al. 2020].

Twitter, in particular, receives much attention from scholars due to its instantaneous nature and the amount of textual data available. Regarding the news datasets, as pointed out by [Souza et al. 2018], many of the studies investigate fake news detection, also proposing news datasets - such as the ones focused on the Portuguese language [Batista Filho et al. 2021, Charles et al. 2022]. One of the reasons for including these data sources in the studies reflects the search for more effective solutions to combat fake news and contributes to the development of specific resources and algorithms.

Additionally, how the data were obtained was also investigated. Considering the 186 studies analyzed, 110 works used corpus collected or “self-made”, which involves creating or collecting specific data for the work. On the other hand, 75 works used already available corpora, that is, data sets readily available for analysis. Only one work did not describe the nature of the used corpus.

4.4. Evaluation measures
In this subsection, we explore the metrics used to evaluate and validate the data in the studies, aiming to answer the following research question:

• RQ3: What are the most used evaluation metrics in studies using NLP for social media analysis?

There was evidence of great variety in the evaluation measures/strategies employed. For instance, several metrics were used to evaluate the performance of NLP classification models. Among the 101 metrics identified, the most used was the F1-Score, present in 108 studies (58%). This metric represents the harmonic mean between Recall and Precision, providing a balanced measure of model performance. The Recall was present in 81 (43%) and Precision in 78 (42%) papers, followed by Accuracy, mentioned by 55 works (30%).

This reveals a common approach to validating text classification models since many studies employ evaluation metrics to compare the performance of different DL and ML models as in [Cordeiro et al. 2022, Gumiel et al. 2021]. This analysis corroborates the findings of [Souza et al. 2018]. In addition, the prevalence of F1-Score possibly is related to imbalanced datasets, a common phenomenon in text classification. In addition to these evaluation measures, researchers also use different approaches in generating dataset splits for testing and validation, including the Cross-Validation method cited in 59 (32%) papers. Also called K-fold cross-validation, or simply k-fold, it involves the random division of the database into K subsets of similar size, where K is previously defined [Berrar 2019].

5. Conclusions
In this paper, we discussed a systematic mapping study to analyze NLP techniques used in social media analysis in order to investigate and understand current trends and challenges in this prominent research field. We identified the main scientific events in the area (BRACIS, BRaSNAM, ENIAC, STIL, and PROPOR) and analyzed 654 papers published
between 2020 and 2022, selecting 186 relevant works. This period of time was chosen given the dynamic nature of the area, hence its rapid obsolescence. In short, this systematic mapping reveals a dynamic and constantly evolving scenario in the field of NLP to social media analysis. We shed light on the communities/events’ evolution and perspectives; the technologies (tools) and techniques used (RQ1); the data sources (RQ2), and evaluation measures (RQ3).

Besides, we critically evaluate the research applicability, considering the source-code availability. In summary, we contribute to the body of knowledge by providing an overview of NLP tools and techniques used in social media analytics, also mapping data sources, and evaluation measures. It is essential to highlight that we are following Open Science Principles by providing all our data in a publicly available GitHub repository, allowing the research reproducibility. This work can be helpful for researchers and practitioners interested in exploring the potential of these tools and techniques, having a clear picture of research gaps, challenges, and research opportunities in this area, and analyzing the current scenario in research involving NLP and social media.

Worth mentioning some threats to the study’s validity. One is the limitation of the selected events, which may only partially represent some research areas in social media analysis. Another threat is the possibility of publication bias; since the selected papers are those available in the proceedings of specific events. For future work, we plan to expand our data sources to relevant international conferences (e.g., AAAI Conference on Artificial Intelligence, International AAAI Conference on Web and Social Media, etc), aiming to compare the current status of Brazilian research programs with the international ones. Finally, we plan to expand our research questions to verify if the tools/techniques mapped are sufficient and their limitations.
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