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Abstract. In public goods game individuals contribute in favor of a common
benefit. However this attracts free-riders, who profit the benefits generated by
the group regardless their contribution decision. Although one would expect a
cooperation collapse within a rational society, what is observed, in fact, is the
emergence of cooperation. In the present work we not only address mechanisms
such as punishment, signaling, and gossiping, but also add reputation-based
decision-making to the process. We show that the dynamics of public goods
game changes with the inclusion of the latter mechanism. Specifically, a de-
crease in the average wealth and contribution is observed because agents tend
to be more selective. This holds a similarity with real-world situations: Human
beings do act based on reputation about their partners.

1. Introduction

In the last years the evolution of cooperation has been a widely studied topic in mani-
fold disciplines, such as biology, economy and computer science, just to mention some.
What intrigues researchers of this field is how cooperation is maintained in such a com-
petitive world. Through both theoretical and experimental investigation, researchers aim
to answer questions like why do people cooperate when they could just profit from the
benefit generated by others. Assuming rational decision making, one would expect an
uncooperative behavior from individuals. Yet, what we observe is the emergence of coop-
eration. In [Nowak 2006], many mechanisms involved with the evolution of cooperation
are discussed. The author explains that competition takes place between all organisms,
no matters their complexity, due to natural selection’s principles, but that cooperation is
needed in the construction of new levels of organization.

One well established paradigm for discussing altruistic behavior is the public
goods game. In this game, individuals incur a cost to create a benefit for a group. Notwith-
standing individuals’ decision about contributing, they enjoy the benefits generated by the
group. We can observe cooperation emergence in free-software development, blood do-
nation, wikipedia, e-bay reviews about sellers, etc. This is an issue if, again, we suppose
individuals act rationally. Free-riders would be attracted by the benefits, proliferate and,
at some moment, cooperation would collapse. However, human societies have somehow
managed to solve this and great interest and effort has been dedicated to the study of pub-
lic goods game dilemma. Several mechanisms have been proposed in order to explain this
phenomenon, like sanction, reputation and signaling. See [Henrich 2006, Nowak 2006]
for an overview.
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Punishment mechanism has been experimentally studied by [G¨urek et al. 2006]
with real subjects playing the public goods game. Players should select among two insti-
tutions to participate, one of which involving sanction. Authors show that individuals do
prefer a sanctioning institution over a sanctioning free one, demonstrating the importance
of punishment to the stabilization of cooperation. This mechanism was also addressed
in [Bazzan and Dahmen 2010] to investigate evolution of cooperation among synthetic
persons in a public goods game. Authors propose the creation of a more detailed sce-
nario, where agents can punish, are exposed to bribery and can spread gossips about their
acquaintances’ contribution profiles.

The contribution profile is inspired by the so called green-beard model, proposed
by Hamilton [Hamilton 1964] and named by Dawkins [Dawkins 1976]. In the latter, au-
thor suggests that if a gene arises that not only gives individuals a very distinguishable
physical trait but also a tendency to be altruistic towards other individuals who carry the
same trait, mutual altruism between these individuals could evolve. In the public goods
game context, the green-beard effect is a metaphor to denote individuals who contribute
when they see other green beards. [Bazzan and Dahmen 2010] modified the green-beard
principle to include two kinds of beards: the blue and the red ones. These colors come
from the seminal work of Nowak and May [Nowak and May 1992] on the spatial Iterated
Prisoner’s Dilemma, where blue is used to depict cooperation while red means defection.

In the present paper we are particularly interested in agent-based simulation of
public goods game to investigate some open questions about the effect of different pop-
ulation sizes and punishment costs over the dynamics of the public goods game, raised
in [Bazzan and Dahmen 2010]. Also, we extend the model proposed by the authors by
including a reputation-based decision mechanism to bring gossip phenomenon closer to
reality. In the work developed by [Bazzan and Dahmen 2010], agents believe in any ru-
mors received about other agents’ profile, regardless who the sender is. In our model, all
received information is filtered according to the reputation assigned to other agents, such
that only rumors sent by trustful source will be accepted.

Reputation refers to a collection of opinions that agents have about coexisting in-
dividuals in the society based in past experiences. When this observation is measured
and quantified, the resulting rating may represent a valuable information to assist in de-
cision making. In [Brandt et al. 2003], for instance, neighbors’ reputation was used for
deciding about whether to contribute with the common pool in spatial public goods game.
Although green-beard effect somehow represents a reputation about an individual’s be-
havior, in our work reputation has nothing to do with contribution decisions, instead, it is
related to gossip spreading. The main motivation of aggregating a reputation mechanism
to the model proposed in [Bazzan and Dahmen 2010] is that in real world humans do keep
a register of their past experiences in their memories so that they can be later used to help
them decide about what actions to take.

This paper is organized as follows. In Section 2 a brief review about the public
goods game dilemma will be made. In the sequence, its modeling and dynamics according
to [Bazzan and Dahmen 2010] will be explained and further details about the reputation
mechanism will be given. Section 4 presents the settings and results of simulations run.
Finally, in Section 5 we expose our concluding remarks.
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2. Public Goods Game
In its original formulation, this game deals with public spending on libraries, community
roads, etc. Individuals are offered to invest their money in a common pool, knowing that
the overall invested amount is multiplied by an interest rate and equally divided by all
participants, regardless their contributions. Therefore, the group as a whole does better
when all individuals decide to contribute with the public pool. However, each individual
faces the temptation to defect and to free-ride on the other individuals’ contribution.

In theory, the Nash equilibrium in this game is simply zero contributions by all.
Nevertheless, the Nash equilibrium is rarely seen in experiments; people do tend to add
something into the pool. From a theoretical point of view, the reasons for this outcome
are not fully understood but probably involve issues related to signalling, punishment and
reputation. The two latter have been proven by [Brandt et al. 2003] as useful mechanisms
to improve readiness of cooperation between agents. In [Gintis et al. 2001], the evolu-
tion of cooperation is explained as a natural consequence of the cooperation as an honest
signal of the member’s quality as a mate. Yet, the effects of sharing such information
between agents have not been studied by the authors. Signalling mechanisms have been
later explored by [Bazzan and Dahmen 2010]. Other former works have shown, for in-
stance, that altruistic behavior prevails in the context of strong reciprocity [Gintis 2000]
or between local interacting agents adopting an imitation mechanism [Bergstrom 2002].

3. Modeling

3.1. General Model

The basic behavior of our formulation of the public goods game is defined by a group of
connected individuals or agents, usually disposed in an × n grid. Each individual must
decide at each time step whether or not to contribute a number of tokens to the common
pool. If contributing, s/he must also decide about the valueqi(t) ∈ [qmin, qmax] to be
contributed. Overall contributions are multiplied by an interest rater > 0 and are then
equally divided between all participating agents, increasing their wealth. Therefore, the
average contribution and the return per agent are given by Eqs. 1 and 2.

q̄(t) =
1

n

n∑

i=1

qi(t) (1)

Ri(t) = q̄(t)× r − qi(t) (2)

An accumulated wealthW is computed at each time step as shown in Eq 3. Also, each
agent has an average wealth, which is calculated over time, according to Eq 4, whereqmax

is the number of tokens given to each agent at each time step.

Wi(t+ 1) = Wi(t) +Ri(t) + qmax (3)

w̄i =
Wi(t)
∑

t
(4)

In what follows we explain the model proposed in [Bazzan and Dahmen 2010]
and already mentioned in Section 1. The dynamics of public goods game, repeated for
several time steps, is summarized in three main steps:
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1. select valueqi(t) ∈ [qmin, qmax] to contribute;
2. randomly draw a free-rider from known agents list and decide whether and how

much to punish; punished agents may bribe;
3. propagate gossip about other agents.

Agents are created with labels which indicate her/his contribution’s profile: free-
riders (FC) are in red, while high-contributors’ (HC) identification is blue. The proportion
of red beards in the environment is defined by parameterpR. The idea of the green beard
effect in this scenario is that individuals’ profiles are visible for others agents and, most
important, they influence their decision about contribution. Also, each agent keep for
her/himself a list of observed blue beards (high-contributors,Bi) and red beards (free-
riders,Ri). Free-riders never contribute to the common pool, i.e., they contributeqmin =
0. High-contributors decide how much to contribute depending on their knowledge about
others players’ profiles. They may contribute with any valueqi(t) ∈ [qminHC

, qmax],
defined according to the following rules (where for instance,|Bi| is the cardinality of set
Bi):

• qi = qminHC
, if |Bi| < |Ri|;

• qi = qmax, if |Bi| > |Ri|;
• qi = random(qminHC

, qmax), if |Bi| = |Ri|.

Return and wealth are then computed. After that, agents decide whether and how
much they will punish. Any member of the red beards’ list may be punished and the
choice is random. Punishment mechanism occurs after all agents have contributed and it
depends on the average wealth of a given individual and on the willingness to punish (ω).
Agents will punish only if their average wealth (w̄i) is higher than the cost of punishing
(cme) multiplied by the factorω. Punished agents may have their balance decreased by
cyou while those who had applied the punishment may losecme. However, before punish-
ment costs are applied, the punished agent may try to bribe her/his punisher as long as
they are in close neighborhood, i.e. immediate neighbors.

Bribery is only accepted if its value is higher than the internal threshold of the
agent who is practising punishment. The internal threshold is a private information com-
puted as follows: agenti is initialized with a factorβi whose value is drawn from a normal
curve with mean 2 and deviation 1. This factor is multiplied by the agent’s average wealth,
determining the minimum bribe accepted by this agent. Also, agents are created with a
factorλi, which is multiplied by its average wealth in order to specify the maximum bribe
paid by this agent when s/he wishes to tempt bribe. The wealth of playersi andj, in-
volved in punishment and bribery processes, are then updated according to the following
rules. If bribery did not happened or was not accepted, accumulated wealths ofi andj
are updated toWi = Wi− cme andWj = Wj − cyou respectively. However, if bribery was
accepted, playerj is transferred from red beards’ list to blue beards’ list of playeri and
accumulated wealths are updated such thatWi = Wi + βjw̄j andWj = Wj − λiw̄i.

In the last stage of the algorithm described in [Bazzan and Dahmen 2010], agents
may spread rumors about their blue and red beards’ lists with probabilitypg. When this
condition is verified, agenti sends a message to each one of itsk neighbors containing
this information. When an agent receives a message, s/he filters out all rumors involving
the close neighbors. This avoids that this agent is led to believe in erroneous information
about her/his own neighbors. This is a reasonable assumption since the existing relation-
ship allows them to check directly the real beard color of its k-th neighbors. At the end of
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each round, agents with negative average wealth are eliminated. The number of steps for
which this dynamics will be repeated is given bytmax.

3.2. Reputation Mechanism

As previously mentioned, in this work we extend the model described in the previous
section, aggregating a reputation mechanism between agents. Reputation refers to a col-
lection of opinions that agents have about coexisting individuals in the society. When
this observation is measured and quantified, the resulting rating may represent a valuable
information to assist in decision making. In [Mui et al. 2003], a study about reputation
across several subjects was discussed and authors concluded that reputation is a multiple
parts notion and a context-dependent quantity. In electronic commerce environment, for
instance, reputation has been applied as a modeling framework of sellers’ reliability aim-
ing to encourage transactions. In social contexts, such as the iterated prisoners’ dilemma
game, reputation was already used to explain cooperation between selfish individuals:
agents decide whether to cooperate or defect based on the opponent’s reputation, which
is inferred from the ratio of cooperation over defection.

The main goal of including a reputation mechanism in the public goods game’s
dynamics described in Section 3.1 is to make the model even more detailed and allow
agents to decide whether or not they will believe in the gossip spread by their neighbors
based on the reputation associated to them. As rumors may include erroneous information
about red beards who have previously bribed other agents to lie about their contribution
profile, the fact that an agent will only believe in information originating from a trustful
source may influence in the overall cooperation and wealth. By adding a reputation veri-
fication to the gossip mechanism, all information coming from high-reputation neighbors
will be accepted, while those sent by low-reputation neighbors will be rejected. This no-
tion of low and high reputation is variable between agents, providing more dynamism to
the environment.

At the beginning of the simulation, each agent sets the reputation of her/his neigh-
bors to 0. Simultaneously, a factorαi is sampled for each agent from a normal distribution
with mean 1 and standard deviation 1. This factor represents the agents’ demanding pro-
file in respect to their neighbors’ reputation, i.e. the minimum reputation required to
accept any propagated rumors. Consequently, on average individuals will demand a min-
imum reputation equal to 1. Also, two extreme situations will happen, characterizing
agents with antagonistic profiles: some agents will be very tolerant with their neighbors
(αi ≤ 0), while others will be very rigorous about their neighbors’ reputation (αi ≥ 2).
Therefore, the variation in agents’ demanding profiles is associated to theαi factor.

When rumors are received, the agent verifies if the reputation associated to the
neighbor who sent them is greater than her/his internal threshold. If not, this agent will
ignore all the information received. However, if the neighbor has a higher reputation, the
agent will not only believe in the rumors, but also check if they do not conflict with her/his
own knowledge, i.e., if agents labelled as free-riders are in fact in her/his red beards’ list
and if the high-contributors spread by the neighbors are in fact in her/his blue beards’ list.
This process is done only for gossip about agents who are already member of any of the
agent’s lists; unknown players will be directly added in the corresponding list according
to the received information.
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The reputation associated to a gossiper neighbor is a dynamicvalue, which is up-
dated according to the information previously sent by her/him. This is done such that
neighbors who usually propagate correct information will have higher reputation and
therefore, higher chances to spread her/his gossips. If any sent gossip goes against the
receiver’s knowledge about other agents’ contribution profile, the responsible neighbor
will have her/his respective reputation decreased by a constant rateδdec. Otherwise, the
reputation associated to this neighbor will be increased byδinc, as well as the probability
of acceptance of her/his gossips in subsequent time steps.

3.3. Tools

The public goods game was modeled in Netlogo1, a commonly used tool for agent-base
simulations. Each agent has two types of attributes: local and global. Global attributes
are shared by all agents and remain constant over time, while local attributes may vary
between agents and during the simulation. Agents’ attributes are summarized in Table 1,
where G denotes global attributes and L stands for local attributes. The list of scenario’s
attributes and their possible values according to model’s definitions are shown in Table
2. The environment is set up at the beginning of each simulation according to the data
retrieved from those variables.

Table 1. Agents’ attributes.
Attribute Description Type

cme cost to punish G
cyou cost if punished G
ω willingness to punish G
w0 initial wealth G
δdec decrease rate of reputation G
δinc increase rate of reputation G
qmin minimum contribution for free-riders G

qminHC
minimum contribution for HC G

qmax maximum contribution G
Ti tag of agenti L
Ni neighbors’ list ofi L
Bi blue beards’ list ofi L
Ri red beards’ list ofi L
qi contribution ofi L
Wi accumulated wealth ofi L
Ri return received byi L
w̄i average wealth ofi over time L
βi percentage of̄wi offered as bribe L
λi factor to compute minimum accepted bribe L
αi minimum reputation required byi L
γi reputation associated byi to its neighbors L

4. Simulations and Results

4.1. Settings

Different tests were made with the model created in Netlogo. The experiments’ goal
is to investigate the impact of the population size, the punishment costs and the in-

1http://ccl.northwestern.edu/NetLogo/
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clusion of a reputation mechanism over the basic dynamic exposed in Section 3.1.
The main model’s parameters were configured exactly as the variables’ values used in
[Bazzan and Dahmen 2010], so that results comparison is possible:r = 1.2, cme = 5,
cyou = 20, ω = 3,qmin = 0, qminHC

= 10, qmax = 20 andpR = {25, 50, 75}. The scenario
is originally composed byn = 225 agents disposed in a15 × 15 grid. For experiments
involving the test of different population sizes or punishment costs, we varied parameters
n and the ratecme/cyou, respectively, while the tests of the reputation mechanism were
performed maintaining the original variables’ values. Results’ analysis is made based on
the average contribution (Eq. 1) and the average accumulated wealth (Eq. 4) collected at
the last time step over 30 runs of the same simulation setting. We remark that contribution
is an instantaneous score.

Table 2. Model’s attributes and their possible values.
Attribute Description Possible values

n population size {21, 49, 81, 121, 225}
pR percentage of free-riders {25, 50, 75}
r interest rate [1.0 : 0.1 : 1.5]
pg probability of gossip [10 : 10 : 100]

tmax number of game steps [50 : 50 : 300]
ns number of simulations to perform [1 : 1 : 30]
p? activate/deactivate punishment {true, false}
g? activate/deactivate gossip {true, false}
r? activate/deactivate reputation {true, false}

4.2. Experiments

The first experiments derive from [Bazzan and Dahmen 2010] and consist of a variation
of the free-riders’ percentage, combining it with the activation of punishment and bribery
mechanisms and with different gossip probabilities. The purpose of these experiments
was to test the model and verify if the observed behavior matches with the one described
at [Bazzan and Dahmen 2010]2. Results are shown in Table 3. As expected, the greater
the percentage of free-riders in the environment, the lower the average wealth and con-
tribution of players, since the decision of whether and how much to contribute is directly
related to the number of red beards an agent knows. Besides, the activation of punishment,
and hence bribery, and gossip mechanisms seems to increase the average contribution due
to more elimination of free-riders.

In the sequence, we repeated the experiments of [Bazzan and Dahmen 2010] for
different population sizes, aiming to examine if the system dynamics is affected by this
parameter. We testedn = {49, 81, 121} for a scenario with and without punishment
mechanism and compared it to the results published by the authors for a scenario with
225 agents. The simulations’ results are shown in Figure 1. It is possible to observe
that the mean for both average contribution and average accumulated wealth haven’t suf-
fered significant variation, meaning that this parameter seems not to interfere in the basic
dynamics of the public goods game. The most visible changes have happened when
punishment mechanism is activated (right column), specially for a scenario with 50% of
free-riders.

2The original implementation was not made in Netlogo, but using SeSAm.
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Table 3. Average wealth and average contribution in the last t ime step
over 30 simulation runs obtained with our model for scenarios proposed in
[Bazzan and Dahmen 2010].

< w̄i > < qi >

pR p? pg avg. std. avg. std.

25%

false 0 22.97 0.16 13.86 0.86
true 0 21.97 0.84 18.86 0.46
true 20 24.04 0.04 19.98 0.03
true 50 24.02 0.03 20.00 0.00
true 70 24.02 0.03 20.00 0.00

50%

false 0 21.62 0.16 7.13 0.85
true 0 17.30 0.94 13.50 1.67
true 20 23.42 0.26 19.93 0.09
true 50 23.62 0.13 19.99 0.00
true 70 23.66 0.10 20.00 0.00

75%

false 0 20.77 0.10 2.89 0.50
true 0 16.34 0.49 6.59 0.76
true 20 13.70 0.56 8.08 2.25
true 50 14.20 0.54 7.82 2.91
true 70 14.13 0.45 8.76 2.75

Later, we ran simulations using distinct values of punishment costs, varying the
rate betweencme/cyou. We tested ratios 1:1, 2:1, 3:1 e 5:1. Ratio 4:1 is the original one,
used in [Bazzan and Dahmen 2010], thus it was not included in this set of simulations.
The results, depicted in Figure 2, show that the greater the difference betweencme and
cyou, the higher the contribution level and, therefore, the average wealth of agents. Thus,
this parameter has a direct effect over the game’s dynamics. This behavior is probably due
to the fact that a higher punishment cost causes more free-riders to be eliminated, which
affects the decision of other agents about how much to contribute. At this point it is worth
to remind that the decision about whether and how much to punish is directly related to
the number of free-riders known by each agent. The effect over the mean average wealth
was more remarkable for ratio 5:1, in whichcme = 5 and cyou = 25. In this case, a
significant raise in individuals’ wealth can be observed for all percentages of free-riders.
Other proportions have resulted in similar marks for scenarios with 50% and 70% of free-
riders, and a more expressive variation is observed when the rate of free-riders is 25%.

The last step performed in this study consists of the inclusion of the reputation
mechanism, described in Section 3, by which agents will consider the rumors received
from their neighbors depending on the reputation assigned to them. Reputations are dy-
namically modified based on the veracity of information received. When an agent receives
rumors from her/his neighbor that goes against her/his own knowledge, this neighbor will
have the reputation decreased by factorδdec. Otherwise, if the information matches or if it
refers to a new knowledge, the neighbor’s reputation will be increased by factorδinc. The
motivation is that individuals will become more selective about the rumors spread by their
neighbors, ignoring the erroneous information usually sent by those with low reputation.

First, we tested the case whereδdec = δinc = 0.2 and observed how the inclusion
of a reputation mechanism affects the basic dynamics of the public goods game. Figure
3 shows a comparison between the average wealth and contribution for a scenario with
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Figure 1. Average contribution and accumulated wealth of sim ulations with dif-
ferent population size for scenarios with and without punishment mechanism.
The graphs’ legends are shown in the bottom left subfigure.
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Figure 2. Average contribution and wealth for different rati os cme/cyou.

and without this mechanism. The graphs’ legends are shown in the bottom left subfigure.
To help in results’ interpretation, we also plot the average number of agents eliminated.
As one can notice, for most of used settings, the activation of this mechanism caused
a reduction in the average wealth and contribution. The lower average contribution is
closely related to the reduction in the amount of eliminated individuals (Figure 3-c), who
generally have a free-rider profile.

A larger concentration of free-riders in the scenario causes contribution levels to
decrease. This fact alone justifies the small variation in wealth and contribution values in
the scenario with 25% of free-riders, in which the elimination of non-contributing agents
has little impact on the dynamics. However, an unexpected small increase in the average
wealth may be observed when the percentage of free-riders is equal to 75%. We suspect
that the reason of this behavior is related to the higher wealth concentration between free-
riders. Since the only cost they have is the punishment cost, when not punished their
accumulated wealth increases substantially. When more free-riders agents remain in the
scenario, which is the case as players elimination rate decreased, total accumulated wealth
is higher and, consequently, also the average wealth.
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Figure 3. (a) average wealth, (b) average contribution and (c ) average number of
eliminated players between scenarios with and without reputation mechanism.
The graphs’ legends are shown in the left subfigure.
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Figure 4. Average contribution and wealth for group of player s with lowest and
highest demand about their neighbors’ reputation.

To better understand the consequences of including a reputation mechanism in a
scenario like the public goods game, we run some simulations following more closely
agents who have antagonistic profiles. We selected the group of agents who require low
reputation from their neighbors, i.e. agents who have−1.0 ≤ αi ≤ 0, whom we call
tolerant agents, and the group of most demanding players, i.e. those who have2.0 ≤ αi ≤
3.0, to whom we refer to as rigorous agents. For these, we plot the average contribution
and wealth in Figure 4. In this figure one can observe that the difference is modest but yet,
the group of rigorous individuals tend to contribute less as they rarely accept information
about briberies propagated by their neighbors. Therefore, their red beards’ list is more
extensive than their blue beards’ list. Thus, according to the relationships in Eqs. 2 and
3, their average accumulated wealth is higher on average.

Two other variants were tested: i) the case whereδdec = 0.2 andδinc = 0.3; and ii)
δdec = 0.3 andδinc = 0.2. These values simulate the cases in which agents attach distinct
relevance levels to mistakes and hits contained in received rumors. Results are depicted
respectively in Figures 5-a and 5-b. No significant variation in the behavior of curves for
average accumulated wealth and average contribution plotted in both figures is observed.
Therefore, one concludes that the fact that an individual attaches more importance to the
mistakes (δdec > δinc) or hits (δinc > δdec) made by her/his neighbors seems not influence
the results qualitatively. In quantitative terms, the changes are minor and occur mainly in

XXXI CONGRESSO DA SOCIEDADE BRASILEIRA DE COMPUTAÇÃO

509



scenarios with 50% of free-riders.
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Figure 5. Average contribution and wealth for agents with lowest and highest
demand about their neighbors’ reputation when a) δdec < δinc and b) δdec > δinc.

5. Conclusion

In this work we have investigated the effects of parameters such as population size and
punishment costs on the dynamics of public goods game using an agent-based simu-
lation. Also, we proposed a more detailed scenario for gossip spreading based in the
concept of reputation. Our main concluding remarks may be summarized as follows.
The basic dynamics, in which the more red beards are seen the lesser the contribution
and wealth of agents, is insensible to variations in the size of population. We tested
valuesn = {49, 81, 121, 225} and no significant change in average wealth and contribu-
tion was observed. Regarding the punishment costs, we modified the ratio 4:1 applied
in [Bazzan and Dahmen 2010], wherecme = 5 andcyou = 20, using ratios 1:1, 2:1, 3:1
e 5:1. We observed that the greater the difference betweencme andcyou, the higher the
contribution level and, therefore, the average wealth of agents. This effect is related to the
fact that a higher punishment cost causes more free-riders to be eliminated, which affects
the decision of other agents about how much to contribute.

The reputation mechanism caused a decrease in the average wealth and contribu-
tion. The lower average contribution is closely related to the reduction in the amount of
eliminated agents, who generally have a free-rider profile. Also, we observed that the
rigorous agents rarely accept information about briberies and, therefore, they tend to con-
tribute less because their red beards’ list is more extensive than their blue beards’ list. The
relevance of such simulations is the studying more realistic behaviors. In fact, our results
hold a similarity with real-world situations: Human beings do select in which partners to
believe, according to a reputation degree assigned to them. This reputation reflects some-
how the trustful level of agents based on past experiences. However it causes a loss of
utility (here contribution level). For instance, someone may believe in a partner even after
this partner has shared wrong information a couple of times. However, at some point, a
bad reputation will be attached to the sender and no more gossip spread by her/him will
be accepted in the future.

Once a bad reputation is earned, agents will no longer have the opportunity to
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spread their gossips to those neighbors whose threshold is higher than their own repu-
tation. This is surely not representative of real life. Therefore, it would be interesting
to refine the model so that it becomes even more close to reality. The first direction in
which it could be modified is to allow agents to decide, with a given probability, if they
wish to give a second chance for neighbors with low reputation. This may be referred as
the ”forgiveness probability”. Also, we judge interesting to test a different and nonlinear
strategy of reputation update, which is more characteristic of the real world.
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