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Abstract. The increasing prevalence of messaging platforms has created new
challenges in hate speech detection. Traditional classification models designed
for social media posts often fall short in these environments due to the lack
of contextual information. This paper presents a novel approach to message
classification by integrating contextual data from preceding messages, utilizing
a fine-tuned BERT model based on PySentimiento. Our results demonstrate
that incorporating preceding messages substantially improves the classification
task. The average AUC-ROC increased from 0.691 with the PySentimiento base
model to 0.784 with standard fine-tuning, and further to an impressive 0.926
with our context-based model.

1. Introduction
Research on social media has always been a popular area of study, particularly those
focused on classifications of some kind. However, it was only recently that the analysis
of messaging platforms gained significant attention. Traditionally, classification models
such as the Perspective API have been widely used to analyze toxicity in posts on social
media platforms such as X (formerly Twitter), Reddit, and Facebook. In contrast, social
networks, be they in groups or private messages, are becoming increasingly popular. This
scenario highlights the need to evaluate user interactions in these environments, where the
detection of toxicity is particularly challenging.

Given the inherent differences between these types of platform, there is an emerg-
ing need for classification models that are able to adapt to the unique characteristics of
messaging environments, where messages are typically short, lack explicit context, and
often depend heavily on the preceding conversation for meaning. These characteristics
pose significant challenges for traditional classification models, which may struggle with
the brevity, informal language, and rapid topic shifts common in messaging platforms,
which are significantly different from tweets, for example, where all the context required



to understand it is contained within the tweet itself. Messaging platforms lack elements
of traditional social media posts that enrich context, including hashtags, mentions, and es-
pecially lengthy discourse. Consequently, existing tools designed for longer, context-rich
content may fail to accurately classify these messages.

To address these challenges, we propose an annotation and classification model
that incorporates the contextual information surrounding each message. Specifically,
when classifying a target message, our model considers the preceding messages, tem-
porally, sent in the same chat, to provide a more accurate understanding of the content,
operating as a sliding window. This approach mitigates the risk of misclassification due
to the lack of individual information in short messages, ensuring a more reliable interpre-
tation of the intended meaning. We utilized PySentimiento’s [Pérez et al. 2024] model
as a base, recognized in the field for its effectiveness in distinguishing hate speech and
toxicity across multiple classes, and we extended its capabilities by incorporating our
context-sensitive modifications. This enables our model to outperform existing ones in
the nuanced environment of messaging platforms, where the context is often fragmented
and implicit.

This is accomplished by first distinguishing between the aggregated context mes-
sages and the target message to be classified. These two blocks are then concatenated
and fed into the transformer model. Although the context is processed through linear
transformations, the embedding output is specifically trimmed to focus only on the target
message. Consequently, the model classifies only the target message, despite the context
being utilized in the transformation process.

In our paper, we describe the modifications made to the attention mechanisms
in our model to effectively incorporate preceding messages while keeping the focus on
classifying the target message. We also investigate the amount of context needed to en-
hance the model’s performance. Our results show that, by carefully tuning the attention
to relevant contextual information, the model achieves a significant improvement in clas-
sification accuracy on messaging platforms.

2. Related Work

In this section, we begin by reviewing previous work that explored message platforms,
classification models, and what has been done in each area.

2.1. Messaging Platforms

In the last few years, the toxicity-related work on messaging platforms has increased
significantly, especially when it comes to WhatsApp. [Melo et al. 2019, Melo et al. 2024]
measures fake news and misinformation on the platform, either by developing a platform
to monitor widely spread content or analyzing how the forwarding system works. In other
ways, [Dahiya et al. 2020] tries to classify messages on WhatsApp into 6 groups based
on sentiment analysis. Additionally, more recent studies on this network even started to
study digital militias [Kansaon et al. 2024].

For other messaging platforms, many studies started to explore Discord and Tele-
gram. [Wich et al. 2022] Explored abusive language classification on telegram, while
other papers such as [Aliaksandr Herasimenka and Howard 2023] talk about conspiracy



theories and fake news on Telegram. Another interesting paper makes a comparison be-
tween WhatsApp, Telegram and Discord through the lens of Twitter, characterizing public
groups on these platforms. [Hoseini et al. 2020].

2.2. Detecting Hate Speech

Text message classification has always been an extremely popular task. The paper
of [Hutto and Gilbert 2014] was a pioneer, introducing VADER, a tool for text senti-
ment analysis. With the advent of transformers, this task became much easier and was
dominated by the Perspective API [Lees et al. 2022], currently one of the most popu-
lar tools for text classification. Specifically for Portuguese, the PySentimiento model
[Pérez et al. 2024] demonstrates strong performance metrics in hate speech classification,
benefiting from training on toxic posts sourced from Twitter.

Recent advances in hate speech detection have focused on leveraging large-scale
datasets and domain-specific models to improve accuracy and robustness. The work by
[Balayn et al. 2021] presents a comprehensive review of existing resources and bench-
mark corpora for hate speech detection, highlighting the challenges of dataset variability
and annotation inconsistency. Additionally, the use of specialized models, such as Hate-
BERT [Caselli et al. 2020], trained specifically on abusive language corpora, has shown
promising results in identifying nuanced forms of hate speech that often elude general-
purpose models. These developments underscore the importance of tailored-made ap-
proaches to handle the complex and context-dependent nature of hate speech.

2.3. Research Gap

While there is a growing body of work on classification models for social media plat-
forms, the unique challenges presented by messaging platforms remain underexplored.
Traditional models for hate speech detection have largely focused on platforms like Twit-
ter and Facebook, where messages are self-contained and rich in context. However, mes-
saging platforms introduce distinct challenges due to the brevity and context-dependent
nature of conversations, which require a fundamentally different approach of detection.

The fluid and rapid nature of conversations in these networks can obscure the
boundaries of toxic content, making traditional detection methods less effective. In this
direction, it is essential to distinguish our approach from the work done in sentiment anal-
ysis over the past decades. While much has been done in social media and sentiment anal-
ysis, our work addresses the novel challenge of incorporating surrounding context, in this
case, the previous messages sent in the same chat, into the classification process. This ap-
proach is particularly unique as it applies a contextual deep learning strategy specifically
made for detection in Portuguese instant messages, an area that has not been addressed in
previous research.

In summary, our work aims to fill these gaps by developing a model that explicitly
considers the unique characteristics of messaging platforms, enhancing the reliability of
hate speech detection in these rapidly evolving communication networks.

3. Dataset
This section details the data collection process followed by a brief overview of the mes-
sages used in the training and evaluation processes.



3.1. Message Collection Process

Existing Portuguese toxic content datasets primarily focus on platforms such as Twitter
and Reddit, where individual posts or comments often contain all the context required
for classification tasks. However, these datasets lack coverage of messaging platforms,
where the interpretation of a message frequently depends on the preceding conversational
context.

To fill this gap, we collected messages sent in public Brazilian-Portuguese Dis-
cord groups, a prominent social platform serving a diverse array of communities. Similar
to services like WhatsApp and Telegram, Discord is particularly known for being popular
among teenagers who utilize it as a space for social interaction and virtual engagement.
Moreover, the accessibility of Discord’s API facilitated the data collection process, en-
abling the efficient compilation of our dataset.

According to Discords guidelines, public groups are those featured in Discovery 1,
an official in-app feature to browse for new groups to join. For this work, we specifically
focused on them, since it is an in-app certified public data source.

We collected the unique IDs of all groups available in Discord’s Discovery feature.
After that, using the official Discord API2, we access any text messages shared on the
groups since the creation of Discord, on May 13th 2015, up to March 1st 2024. To
ensure the conversational context was captured, each message was collected along with
the preceding 10 messages that were sent immediately before it, which we will refer to
as a “set of messages”. The data collection process followed established methodologies
used in prior research specific to Discord’s platform [Bento et al. 2024].

3.2. Data Annotation

The annotators were instructed to label each message with up to five of the available
categories, derived from the base model PySentimiento: Racism, Homophobia, Sexism,
Body-Shaming, Ideology. A message was deemed toxic if it fits into at least one of these
categories, following the provided classification guidelines. If a message was not assigned
any label, it was classified as non toxic.

We then randomly selected a sample of 2,200 Discord sets of messages, divided
into two distinct groups. The first, containing 1,100 message sets, was selected by a
weighted random selection process, prioritizing messages from larger groups to ensure
a representative sample across different user populations. The second, also containing
1,100 message sets, was built using a term search algorithm designed to identify mes-
sages containing specific terms, frequently associated with toxic content. This targeted
selection aimed to compile approximately 220 sets of messages for each of the 5 Py-
Sentimiento categories, deliberately including both hate speech and neutral sets to avoid
term-associated bias in our dataset.

We recruited four undergraduate Computer Science students, aged between 19 and
23, consisting of one female and three male individuals, to serve as annotators. The set of
messages was evenly divided among annotators, with each student initially receiving 650
messages to classify. After the initial classification, each student was assigned a different

1https://discord.com/guild-discovery
2https://discord.com/developers/applications



set, previously classified by another annotator, for reclassification. This ensured that every
set of messages was classified twice.

We applied the Cohen’s Kappa statistic [Cohen 1960], to measure inter-rater
agreement. The average Kappa value was 0.89 between annotators, showing a high level
of agreement among the raters. This high-level agreement may be attributed to the sim-
plicity and brevity of messages shared in chatting platforms, which differ from the typical
datasets labeled for other social media platforms.

4. Contextual BERT

This section describes the process of creating the contextual BERT-based model, which
we will call Contextual BERT, for detecting hate speech messages with contextual in-
formation, the code is avaiable in 3. To explain our model, it is essential to under-
stand the central mechanism present in transformer models: the multi-head self-attention
[Vaswani et al. 2023].

The self-attention mechanism can be interpreted as a global contextual transfor-
mation of embeddings, i.e., a dynamic transformation conditioned by the input data itself.
Formally, this mechanism is described by the equation:

Attention = softmax
(
QKT

√
dk

)
V

where the matrices Q (Query), K (Key), and V (Value) are different copies of the in-
put embeddings, each undergoing distinct linear transformations using trainable weights.
These transformations result in different representations that are used to compute atten-
tion.

Figure 1. Attention mechanism.

The attention mechanism (Figure 1) explores the similarities between embeddings
by using the dot product between matrices Q and K to generate a matrix of dimensions
L × L, where L is the length of the sequence of embeddings. Each value in this matrix
represents the dot product between pairs of embeddings, capturing the contextual rela-
tionships between different parts of the sequence. After this matrix is created, its values
are normalized via softmax, resulting in the attention or attention scores matrix.

3https://github.com/Buzelin2/Contextual-Bert



The attention matrix is then multiplied by the values matrix V - in the context of
self-attention, the values matrix V is a copy of the input embeddings transformed by train-
able weights 1. This process can be seen as a transformation applied to the embeddings,
where the weights are directly constructed based on the context provided by the embed-
dings themselves. Technically, while a multi-layer perceptron (MLP) layer with weights
W is static concerning the input embeddings, an attention layer with attention scores α
is dynamic and conditioned by the input embeddings, as illustrated in Figure 2. Thus,
the output embeddings, which pass through multiple transformer blocks, are explicitly
transformed and constructed by operations considering the context itself. This property is
fundamental to the development of our context-based message classifier.

Figure 2. Illustration of how attention weights are conditioned by context.

To develop the context-based model, we build the input text by concatenating the
n previous messages to the target message. Specifically, in a continuous social media
chat, when classifying message t, our model also uses as input the preceding messages
t − 1, t − 2, ..., t − n, following a sliding window approach of size n. Additionally, a
special separation token is inserted between the context and the target message.

The resulting concatenated text is then used as input to the BERT-based trans-
former model. Following the traditional transformer approach, the concatenated text is
tokenized – i.e., converted into discrete numbers, where each number corresponds to an
index in the embeddings table. Thus, at the end of the tokenization process, the natural
language text is projected into a sequence of numerical vectors, where each vector repre-
sents a token. Due to the permutation invariance property of the attention mechanism and
transformer blocks, positional information is added to the embeddings through positional
encoding vectors, forming the input to a series of transformer blocks.

As mentioned, after passing through multiple transformer blocks, the embeddings
of the target message are transformed by the contextual relationships established with
the embeddings of the context messages. Finally, since our goal is to classify the target
message, we use only the output embeddings corresponding to the target message. We
apply a global average pooling process to these embeddings, resulting in a single vector
that passes through a final MLP layer to obtain the probabilities for each class.



Figure 3. Complete architecture of the model.

Model Training: In this work, we initialized the models using the pre-trained weights
from the PySentimiento model, a fine-tuned model for hate speech classification in Por-
tuguese. PySentimiento leverages prior training for multi-class hate speech detection,
built upon BERTimbau weights [da Costa et al. 2023], which were derived from self-
supervised pre-training on 238 million Portuguese tweets, enabling it to learn rich rep-
resentations of the language. This extensive pre-training enables PySentimiento to cap-
ture nuanced language patterns and contextual meanings specific to Portuguese. Subse-
quently, the base model was fine-tuned for hate speech classification across five categories
– Racism, Homophobia, Sexism, Body-Shaming, and Ideology – using a dataset of 6,000
Portuguese tweets.

We further fine-tuned the PySentimiento model using a context-aware approach,
applying it to our labeled Discord messages dataset. The fine-tuning process preserved
the same five hate speech categories. The dataset was split into three non-overlapping
subsets: training (80%), validation (10%), and test (10%). We employed the PyTorch
library [Paszke et al. 2019] for model implementation, utilizing the AdamW optimizer
[Loshchilov and Hutter 2017] with a learning rate of 5 × 10−6, to minimize the Binary
Cross Entropy loss(BCE-loss).

5. Experiments
Our experiments were divided into two phases. First, we show that the fine-tuned version
of PySentimiento, even without any context, outperforms the original model. Next, we
evaluate how much context is ideal for the model to learn to categorize toxic messages.

In all experiments, the model is run ten times with random validation, varying the
test set to ensure statistical significance and minimize the influence of random chance.
We then averaged the AUC-ROC scores for each model, as this metric is not dependent
on specific thresholds and provides a reliable basis for comparing models with minimal
noise. The model was trained on an NVIDIA RTX 4090 GPU, and early stopping was
implemented based on validation performance to prevent overfitting.

5.1. Baseline Models
We first compared the performance of the original PySentimiento base model and the
PySentimiento model fine-tuned without any contextual information. The AUC-ROC



Figure 4. ROC curves of PySentimiento base model(left) and PySentimiento fine-
tuned for each category(right).

Table 1. AUC scores of the prediction metrics for both models. Bold indicates
the best-performing model.

Category PySentimiento Base Pysentimento Fine-tuned
Body shame 0.755 0.803
Homophobia 0.745 0.717

Ideology 0.791 0.906
Racism 0.704 0.879
Sexism 0.460 0.617

Average 0.691 0.784

curves and AUC scores, shown in Figure 4 and Table 1, respectively, provide insights into
the models’ effectiveness across the five categories.

While some improvements are evident, particularly in categories like Racism and
Ideology, significant challenges remain. The AUC score for the Sexism category, in partic-
ular, indicates that the model struggles to differentiate sexist content from other types of
messages. This issue highlights a fundamental limitation of the current models, suggest-
ing that neither the PySentimiento base model nor the fine-tuned BERT model, without
context, is sufficient for achieving robust classification across all categories.

Despite the improvements obtained in certain categories, others, such as homo-
phobia, also underperform relative to expectations for a fine-tuned model. For example,
Table 2 shows how the same message can have different classifications in different con-
texts. If you read context 1 followed by the first message, we have a sexist message. If we
read after context 2, we have a neutral message. The same applies to the second message,
which can represent homophobia in context 1 and be neutral in context 2. This underper-
formance raises the critical question of whether simply fine-tuning a model is adequate, or
if a more sophisticated approach – such as incorporating context – is necessary to capture
the nuances within these messages.

5.2. Contextual Model

The experiments reported in this section were developed to set the best number of context
messages the model needs to effectively classify the target message. Although the model



Table 2. Examples of the same messages appearing in different contexts.

Context 1 Context 2 Message
“Vagabunda” “pizza da boa mesmo” gostosa

“ele é meio viado” “Pq a sigla LGBT é: lesbica,” gay

Figure 5. Average AUC scores of the fine-tuned model, representing the mean
across all categories, with increasing context. Each configuration was
trained and evaluated 10 times. The shaded area represents the variance.

focuses its embedding output solely on the target message, we hypothesized that includ-
ing too many context messages might confuse the model, making it harder to accurately
identify the relevant information.

Hence, we first trained the classifier on the target message with just one context
message and gradually increased the number of context messages by one until reaching
ten. We also compared it with the model fine-tuned without context, which relies solely
on the target message.

Figure 5 shows the results of average AUC scores for the six categories for the
model trained with different levels of contextual information, varying from no contex-
tual to up to 10 context messages given to the model. Note that the model with context,
regardless of using one or ten messages, always outperformed the model with no con-
text, as indicated by the first point on the graph. On average, the model obtained its best
performance with six context messages. However, when examining the categories inde-
pendently, we observed variability, indicating that different categories might benefit from
different amounts of context, as shown in Table 3.

Although there is variance, it is evident that most categories achieve their best
performance using around 5 or 6 prior messages as context. Categories like Ideology,
where the model performed well even without context, required only two context mes-
sages to reach maximum performance. In contrast, categories like Sexism and Homopho-
bia, which initially performed poorly, needed more context to improve and stabilize their
performance.

In general, apart from the AUC scores, the computational cost associated with
processing context should be considered when choosing the size of the context that will



Table 3. AUC ROC scores for different context sizes, where “context size” de-
notes the number of preceding messages used in classifying the target
message, followed by mean and standard deviation. Bold indicates the
best context sizes for each column.

Context size Body Homophobia Ideology Racism Sexism Mean SD
N/A 0.803 0.717 0.906 0.879 0.617 0.784 0.106

1 0.862 0.947 0.937 0.835 0.866 0.889 0.044
2 0.810 0.947 0.958 0.900 0.936 0.910 0.053
3 0.837 0.915 0.954 0.907 0.905 0.904 0.038
4 0.863 0.948 0.915 0.916 0.926 0.914 0.028
5 0.875 0.913 0.950 0.930 0.940 0.922 0.026
6 0.863 0.961 0.941 0.973 0.894 0.926 0.041
7 0.876 0.945 0.949 0.915 0.915 0.920 0.026
8 0.878 0.963 0.918 0.936 0.851 0.908 0.040
9 0.851 0.942 0.919 0.918 0.926 0.911 0.031

10 0.829 0.943 0.903 0.921 0.891 0.897 0.038

Table 4. AUC scores of the PySentimiento base-model, PySentimiento fine-tuned
with no context and the best performing contextual model. Bold indicates
the best performing model.

Metric PySentimiento Base PySentimiento Finetune Context BERT
Mean AUC-ROC 0.691 0.784 0.926

be given to the model. There has to be a trade-off between AUC scores and computational
time. While around six messages yielded the best performance in our scenario, choosing
one or two contextual messages may also be a viable option, as training with six contex-
tual messages takes nearly five times longer than training with two. This approach would
significantly reduce the computational burden while still offering substantial performance
gains when compared to using no context at all.

These experiments show that classifying a targeted message without context is
challenging for the model, as short texts (which can have a single word) can be ambiguous
and context-dependent. With increasing context, the model’s performance progressively
improves, reaching its optimal point, on average, at six contextual messages. Beyond this
point, performance starts to decline. This decline could be attributed to several factors,
the most plausible being that an excess of information might overwhelm the model, as the
additional context might reference earlier messages irrelevant to the current classification
task.

With these results, we demonstrate the substantial improvements achieved by in-
corporating context, as illustrated in Table 4, which shows that our model significantly
outperformed both baseline models. This validates our hypothesis and enhances our un-
derstanding of the importance of context in message classification from messaging plat-
forms. Messaging networks exhibit a unique conversational flow, and this new method
of contextual classification could be key to accurately analyzing and understanding the
dynamics of these media platforms.



6. Conclusion

This work introduces a contextual BERT model for toxicity detection in messaging plat-
forms, addressing the growing need for more accurate content moderation as these plat-
forms continue to gain popularity. By leveraging preceding messages, our model signifi-
cantly enhances classification accuracy, demonstrating the critical importance of context
in understanding and detecting toxic behavior in conversational environments.

Our experiments showed that incorporating up to six preceding messages in the
input increases the model performance, significantly outperforming models that do not
consider context.

In this manner, this research contributes to the broader field of natural language
processing by demonstrating the value of contextual information in improving the accu-
racy of classification models in messaging environments.

Future work could focus on expanding the dataset to include messages from other
widely used messaging platforms like WhatsApp and Telegram, thereby enhancing the
model’s broadness across different communication environments. Additionally, extend-
ing the model’s capabilities to support multiple languages, particularly English, would
significantly expand its applicability, making it valuable in multilingual settings. By ex-
ploring these avenues, the model could become more robust and versatile, effectively
moderating content across a diverse array of messaging platforms and languages.
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