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Abstract. This study explores the application of instruction tuning in open-
source small language models for Portuguese End-to-End Aspect-Based Sen-
timent Analysis (E2E-ABSA), focusing on restaurant reviews. Utilizing a di-
verse dataset from sources such as Google Reviews, TripAdvisor, Instagram,
and iFood, the research evaluates the performance of PTT5 Base, a T5 model
pretrained on Portuguese data, in comparison to multilingual models, namely
FLAN-T5 Base and mT0 Small. The results show that the PTT5 Base has su-
perior capabilities in E2E-ABSA, achieving an F1 Score of 0.60, Precision of
0.61, and Recall of 0.59. These findings emphasize the significance of language-
specific pretraining in analyzing customer opinions for the ABSA task.

1. Introduction

Traditional sentiment analysis focuses on determining whether a text expresses a positive,
negative, or neutral sentiment. For example, a comment like “I loved the decoration”
would typically be classified as positive. However, this approach falls short when users
express opinions about multiple aspects within the same text. For instance, in the state-
ment “I loved the decoration, but the pizza was awful,” traditional sentiment analysis
would struggle to capture the sentiment towards each individual aspect, leading to a less
nuanced understanding of user feedback [Zhang et al. 2022].

To address this issue, Aspect-Based Sentiment Analysis (ABSA) has been devel-
oped. ABSA aims to identify aspects (e.g., “pizza”), aspect categories (e.g., “food”), opin-
ion terms (e.g., “awful”), and sentiment polarities (e.g., “negative”) [Zhang et al. 2022].
This allows for a more detailed and accurate analysis of user opinions, especially in com-
plex reviews.

Most research in ABSA has focused on resource-rich languages, especially En-
glish [Zhang et al. 2022], leaving a gap in the development and application of ABSA
techniques for less commonly studied languages like Portuguese. This limitation hinders
the exploration of ABSA in specific domains where Portuguese is predominantly used,
such as customer reviews in the Brazilian market.

Recent research, including the comprehensive survey by [Zhang et al. 2022], has
identified several challenges in advancing ABSA. One critical issue is the limited scope



of existing ABSA datasets, with a significant portion of the literature relying on the Se-
mEval Benchmark, which often fails to capture the diversity of user opinions as expressed
across various platforms. User feedback can take many forms, from structured reviews to
conversational dialogues in customer service interactions or question-answering forums.
To build more robust ABSA systems, there is a clear need for datasets that encompass this
broader spectrum of opinion sources, especially in languages other than English.

This research aims to address these gaps by assessing the efficacy of fine-tuning
open-source small language models (SLMs) for the End-to-End Aspect-Based Sentiment
Analysis (E2E-ABSA) task on Portuguese customer reviews. Large Language Models
(LLMs) were not fine-tuned due to their high computational demands and deployment
challenges, making SLMs a more practical and feasible choice. Recent research also
shows that SLMs can outperform LLMs in specific tasks when fine-tuned with domain-
specific data, further supporting their selection for this study [Hsieh et al. 2023]. Specif-
ically, we employ instruction tuning, a form of supervised fine-tuning where language
models are trained on datasets consisting of instruction-output pairs, to enhance the mod-
els’ ability to follow human instructions effectively [Zhang et al. 2023].

To achieve this, we collected a diverse dataset of 5,000 customer reviews from
multiple platforms, including Google Reviews, TripAdvisor, Instagram, and iFood, all
written in Portuguese. This dataset captures a broad spectrum of user opinions from
diverse sources, making it more reflective of the variability encountered in real-world
applications within Portuguese-speaking markets. The dataset size was decided based on
[Zhou et al. 2023] work showing that fine-tuning a large language model with just 1,000
curated examples can yield strong results. Given our use of smaller models, we increased
the quantity to 5,000 to ensure robust performance.

Our research focuses on a compound ABSA task, where multiple aspects and their
corresponding sentiments are analyzed simultaneously within each review. This approach
not only addresses the complexity of multi-aspect sentiment analysis but also aligns with
the need for more unified models in the field [Zhang et al. 2022].

To evaluate the effectiveness of this approach, we fine-tuned and com-
pared three small language models: PTT5 Base [Carmo et al. 2020], FLAN-T5 Base
[Chung et al. 2024], and mT0 Small [Muennighoff et al. 2023] that are widely used in
academia and industry [Zhang et al. 2023].

Contributions: (a) We introduce the application of instruction tuning for Por-
tuguese E2E-ABSA, leveraging a diverse dataset sourced from multiple platforms, includ-
ing Google Reviews, TripAdvisor, Instagram, and iFood. (b) Our research demonstrates
that the PTT5 Base model, a Portuguese-specific T5 variant, outperforms multilingual
models such as FLAN-T5 Base and mT0 Small in the E2E-ABSA task, highlighting the
value of language-specific pretraining. (c) We provide insights from a comprehensive
evaluation of the models’ performance that can guide future ABSA research.

2. Related Work

This research focuses on the E2E-ABSA task, aiming to jointly predict both aspects and
their respective polarities—a Compound ABSA task. Previous work in ABSA has em-
ployed various modeling paradigms, such as Sequence-level Classification, Token-level



Classification, Machine Reading Comprehension (MRC), Sequence-to-Sequence mod-
eling (Seq2Seq), and Pipeline [Zhang et al. 2022]. This study specifically adopts the
Sequence-to-Sequence paradigm and incorporates instruction tuning, a technique proven
effective in preparing language models for downstream tasks. Instruction tuning has
demonstrated notable performance and generalization capabilities, as seen in various
tasks, including the improvement of a language model for arithmetic tasks compared to
GPT-4 [Mishra et al. 2022, Liu and Low 2023, Zhang et al. 2023].

For more challenging problems, such as Aspect Sentiment Quadruple Predic-
tion (ASQP) [Zhang et al. 2022], a straightforward solution would involve developing
four separate models, each dedicated to a specific subtask, and then combining them
into a pipeline. However, this approach encounters the challenge of error propagation,
as each model’s accuracy is tied to the previous ones [Zhang et al. 2022]. The PARA-
PHRASE model [Zhang et al. 2021a] formulates the ASQP task as a Seq2Seq prob-
lem [Zhang et al. 2021a]. This model exhibited superior performance compared to the
pipeline approach, which was previously mentioned. Similarly, [Varia et al. 2023] devel-
oped a Seq2Seq model that adeptly learns all ABSA subtasks through multitask learning,
concurrently sampling input-output pairs from the tasks. This approach surpassed the
prior state-of-the-art PARAPHRASE model in average F1 score across all datasets.

Those approaches, however, do not employ a task definition or examples of input-
output pairs in the instruction. To deal with that, [Scaria et al. 2024] proposed a Seq2Seq
approach that augments the input instructions with a task definition and includes input-
output pairs containing examples of positive, negative, and neutral sentiments. The result-
ing model, InstructABSA, outperformed prior methods in Aspect Term Extraction (ATE),
Aspect Term Sentiment Classification (ATSC), and E2E-ABSA while using only 20% of
the training data compared to [Varia et al. 2023]. Our research builds on this approach
by incorporating diverse sentiment examples to enhance model instructions. In addition,
aiming to overcome a limitation in previous ABSA studies, which predominantly focused
on rich-resource languages like English [Zhang et al. 2022], this research endeavors to
extend recent methodologies to ABSA tasks in texts written in Portuguese.

Despite the significant improvements in performance due to instruction tuning
methods, this approach encounters problems in specific scenarios. As highlighted by
the study of [Kung and Peng 2023], these enhancements may result from the model
learning superficial patterns such as output format and guessing. It was noted by
[Scaria et al. 2024] that their model’s performance decreased by approximately 10%
when incorrect input-output mappings were incorporated in the instruction, a manifes-
tation of a delusive example.

In addition to the findings of [Pires et al. 2023], which propose that language mod-
els specialized for the target language, such as Portuguese, can achieve near-state-of-the-
art performance with significant reductions in training costs, this study aims to build upon
this knowledge. The investigation involves comparing the PTT5 Base, a T5 model pre-
trained on Portuguese data, and multilingual models such as FLAN-T5 Base and mT0
Small, evaluating their effectiveness in the Portuguese E2E-ABSA task.

In the recent Aspect-Based Sentiment Analysis in Portuguese (ABSAPT) 2022
competition [Gomes et al. 2023], the focus was on Aspect Term Extraction (ATE) and



Figure 1. Methodology overview.

Sentiment Orientation Extraction (SOE) as distinct tasks rather than on their joint pre-
diction. Our study, in contrast, emphasizes the integration of aspect and sentiment pre-
dictions in a Compound ABSA task, exploring a more holistic approach to sentiment
analysis.

3. Methodology
This section outlines the methodology used in this research. We started by collecting
and preparing a diverse dataset of customer reviews written in Portuguese from various
platforms on the web, using tools like Apify. Next, we used GPT-3.5 to label the data with
prompts designed for E2E-ABSA. We then selected and fine-tuned open-source language
models using the labeled dataset. Figure 1 illustrates the entire process.

3.1. Data Extraction and Preparation

The dataset comprises 5,000 sentences from 4,872 restaurant reviews across diverse plat-
forms, such as Google Reviews, TripAdvisor, Instagram, and iFood, ensuring a broad
representation of user opinions. Figure 2 illustrates the distribution of the collected data.
Figure 3 indicates the top keywords mentioned by users after applying filters to maintain
only nouns and proper nouns, which are more closely related to topics.

After gathering the data, the subsequent step involved cleaning it. This cleaning
process demanded eliminating unnecessary elements from the text, addressing situations
where customers provide only a star rating without any accompanying textual review, and
handling other related tasks as needed. The cleaned customer reviews were segmented
into individual sentences because comments can contain multiple sentences. This strat-
egy aims to reduce noise in the model input, acknowledging that a single comment may
contain positive remarks about the food and negative feedback about the service, for in-
stance.

3.2. Data Labeling with GPT-3.5

The process of supervised fine-tuning necessitates accurately labeled datasets. Label-
ing can be a formidable task, especially for languages with limited resources, due to its
time-intensive and costly nature. The study leveraged the GPT-3.5 model for efficient
dataset labeling to mitigate associated challenges. This approach aligns with the work by



Figure 2. Distribution of User Reviews Across Various Platforms. The bar graph
displays the frequency of reviews collected from multiple sources, with
Google Reviews contributing the majority, followed by TripAdvisor. Re-
views from Instagram and iFood are significantly fewer, reflecting the data
collection process rather than the popularity or user preference for these
platforms.

[Wang et al. 2021], which shows that GPT-3 can generate labels with a performance level
on par with human-labeled data. Additionally, the work by [Tan et al. 2024] provides a
comprehensive survey on the use of large language models for data annotation, further
supporting the effectiveness of this approach in achieving high-quality annotations.

Prompt engineering was essential in this process. The research entailed develop-
ing and iteratively testing a series of prompts to guide GPT-3.5. These prompts described
the E2E-ABSA task, accompanied by examples of human-labeled sentences and their ex-
pected outputs. Designed to minimize ambiguity and direct the model’s focus towards
explicitly mentioned aspects within the dataset, this methodology—inspired by and ex-
panding upon the work of [Scaria et al. 2024]—ensured the proper identification of each
aspect and sentiment extracted from the sentences.

GPT-3.5 and the more expensive GPT-4 were compared to select the most suit-
able model for this study. Ultimately, GPT-3.5 was chosen based on its satisfactory per-
formance in meeting the task’s quality criteria. This paper does not cover the detailed
cost-effectiveness analysis between the two models. The decision prioritized a balance
between cost and performance, focusing on qualitative output evaluation.

Figures 4 and 5 provide an analytical view of the data, revealing dominant sen-
timent polarities and frequently extracted aspects. These figures underscore patterns in
customer experiences, with service quality emerging as a pivotal theme.

3.3. Model Selection

Model selection focused on two main criteria: performance in prior studies and efficiency,
emphasizing smaller sizes to ensure CPU compatibility, making them both cost-effective
and accessible for real-world applications. The PTT5 Base model [Carmo et al. 2020],
with 223 million parameters, was chosen for its specialized training on the brWaC corpus



Figure 3. Prevalence of Key Terms in Customer Reviews. The bar chart quan-
tifies the occurrences of the ten most frequent words in the dataset, with
”atendimento” (service) leading, followed by ”ambiente” (ambiance) and
”lugar” (place).

[Wagner Filho et al. 2018], a large Brazilian Portuguese web dataset, making it particu-
larly proficient in processing Portuguese texts.

The FLAN-T5 Base model [Chung et al. 2024], with 248 million parameters, has
been fine-tuned on over 1000 tasks across multiple languages, including Portuguese. This
extensive instruction fine-tuning makes it highly adaptable, achieving strong performance
even compared to larger models.

The mT0 Small model [Muennighoff et al. 2023], with 300 million parameters,
was evaluated for its multilingual capabilities. mT0 is based on the mT5 architecture,
which is pretrained on a corpus derived from mC4, covering 101 languages, and is fur-
ther enhanced through multitask prompted fine-tuning (MTF), which improves its perfor-
mance across various languages.

3.4. Model Fine-tuning
The next phase involved supervised fine-tuning on the selected models, employing
the instruction tuning paradigm—a methodology akin to the approach introduced by
[Scaria et al. 2024]. The dataset was divided into training, validation, and testing subsets
with proportions of 70%, 15%, and 15%, respectively. This allocation provided 3,500
examples for training and 750 examples each for validation and testing. The instruction
tuning paradigm has demonstrated effectiveness across a diverse range of downstream
tasks, as evidenced by several studies [Liu et al. 2023, Mishra et al. 2022, Yin et al. 2022,
Zhang et al. 2023].

4. Experimental Evaluation
The evaluation approach in this study emphasizes the effectiveness of models in E2E-
ABSA.

4.1. Setup
To ensure a fair comparison, both the model outputs and the labels are converted to low-
ercase. This normalization process mitigates discrepancies arising from case sensitivity,
thus maintaining a focus on the semantic accuracy of the outputs.



Figure 4. Distribution of Polarity in GPT-3.5 Label Annotations. The bar chart
represents the frequency of the top three polarities as labeled by the GPT-
3.5 model. The positive polarity is predominant, with 10,821 instances,
underscoring a generally positive sentiment in the dataset. This is followed
by negative and neutral polarities, with 898 and 416 instances, respectively,
illustrating a significantly lower occurrence of these sentiments.

The evaluation stringently adheres to the exact match criterion. This means that
for a model’s output to be considered correct, it must precisely match the ground truth
label in both the aspect and its associated sentiment. For example, if the GPT-3.5 label is
“<lugar,positivo>” and the model output is “<lugar agradável,positivo>”, it would not
be considered a correct match under exact match criteria. However, this could be deemed
correct under a partial match criterion due to the similarity in sentiment and context.

The key metrics for this study’s evaluation are F1 Score, Precision, and Re-
call, all calculated based on the principle of an exact match between the model outputs
and the ground truth labels, following established methodologies from previous works
[Zhang et al. 2021b, Scaria et al. 2024].

4.2. Results and Analysis

The comparative performance of the PTT5 Base, FLAN-T5 Base, and mT0 Small models
in ABSA tasks, presented in Table 1, considers their respective sizes and specific training.
The PTT5 model, with 223 million parameters, benefited from specialized training on
Portuguese data, which contributed to its top performance across all metrics. This high-
lights the advantages of language-specific pretraining in enhancing a model’s capability
to handle language nuances.

Table 1. Performance comparison of PTT5 Base, FLAN-T5 Base, and mT0 Small.

Model F1 Precision Recall
PTT5 Base 60.30 61.55 59.10
FLAN-T5 Base 58.86 58.67 59.06
mT0 Small 57.22 57.99 56.47

The FLAN-T5 Base, with 248 million parameters, showed good performance,
coming in second after the PTT5 Base. The slightly larger size of the FLAN-T5 Base,



Figure 5. Bar chart showcasing the distribution of the top five aspects labeled
by GPT-3.5. ”atendimento” (service) leads with 1437 mentions, followed by
”ambiente” (ambiance) at 725, and ”comida” (food) at 608.

coupled with its multilingual training, likely contributed to its broad adaptability and ro-
bust performance across different linguistic contexts.

The mT0 Small model, despite having the largest parameter count of 300 million,
ranked third in performance. Several factors could explain this result. First, the larger
model size does not necessarily translate to better performance in language-specific tasks,
especially when compared to models like PTT5 Base, which are fine-tuned for a particu-
lar language. Second, the mT0 model’s multilingual capabilities, while advantageous for
general-purpose use across different languages, might not provide the same level of spe-
cialization required for the nuanced understanding of Portuguese as in the case of PTT5
Base.

Table 2. Comparison between the GPT-3.5 label and model outputs from PTT5
Base, FLAN-T5 Base, and mT0 Small for a review concerning the organiza-
tion and pricing of a restaurant.

Sentence ótimo lugar, suco muito bom, pena que no dia 07/12/2019 estava um
pouco desorganizado e havia pouca informação sobre os preços.

GPT-3.5 Label <lugar,positivo>, <suco,positivo>, <desorganizado,negativo>,
<informação sobre os preços,negativo>

PTT5 Base Output <lugar,positivo>, <suco,positivo>, <organizado,negativo>,
<informação sobre os preços,negativo>

FLAN-T5 Base Output <lugar,positivo>, <suco,positivo>, <informação sobre os
preços,negativo>

mT0 Small Output <lugar,positivo>, <suco,positivo>, <informação sobre os
preços,negativo>

Upon analyzing the output examples shown in Table 2, it is evident that all three
models — PTT5 Base, FLAN-T5 Base, and mT0 Small — adhered to the task format as
instructed. However, the models diverged in their identification of aspects. The FLAN-
T5 Base and mT0 Small models generated identical results, correctly identifying ”lugar”
(place) and ”suco” (juice) with positive sentiments and marking ”informação sobre os
preços” (information about the prices) negatively. However, they missed out on identi-



fying ”desorganizado” (unorganized) as having a negative sentiment. In contrast, PTT5
Base incorporated ”organizado” (organized), an aspect not explicitly present in the text,
and assigned it a negative sentiment. This ability to infer aspects based on broader context
demonstrates the model’s advanced language understanding capabilities.

However, this case also underscores the important role of instruction in guiding
model responses. The discrepancy between the model’s output and GPT-3.5’s explicit la-
beling of ”desorganizado” (disorganized) indicates a deviation influenced by PTT5 Base’s
interpretation of the instructions. This discrepancy highlights a potential area for refine-
ment in instruction tuning to ensure that models can accurately distinguish between ex-
plicit and implied content within texts.

Table 3. Comparison between the GPT-3.5 label and model outputs from PTT5
Base, FLAN-T5 Base, and mT0 Small for a review concerning the size of a
restaurant and waiting times.

Sentence Apesar de ser um dos principais restaurantes de Man-
aus, o salão é pequeno e o tempo de espera por uma
mesa pode passar de uma hora.

GPT-3.5 Label <restaurante,positivo>, <salão pequeno,negativo>,
<tempo de espera por uma mesa,negativo>

PTT5 Base Output <restaurante,positivo>, <salão pequeno,negativo>,
<tempo de espera por uma mesa,negativo>

FLAN-T5 Base Output <restaurante,neutro>, <salão pequeno,negativo>,
<tempo de espera por uma mesa,negativo>

mT0 Small Output <salão pequeno,negativo>, <tempo de espera por
uma mesa,negativo>

In Table 3, the PTT5 Base model aligns precisely with the GPT-3.5 label, effec-
tively capturing positive and negative sentiments in the described restaurant scenario. In
contrast, the FLAN-T5 Base model deviates slightly, labeling the ”restaurante” (restau-
rant) as neutral, suggesting a more subdued interpretation of the restaurant’s quality. The
mT0 Small model, however, omits the restaurant aspect, focusing only on negative ele-
ments, thus indicating a partial grasp of the sentence’s sentiment. This comparison high-
lights these models’ varying degrees of comprehension and sentiment analysis accuracy.

5. Limitations
While this research offers valuable insights into instruction tuning for Portuguese E2E-
ABSA, it does have some limitations that should be acknowledged.

The study’s focus on restaurant reviews means the findings may not encompass the
broader complexities encountered in other domains. While the dataset used is extensive,
it might not fully capture the rich linguistic diversity of Portuguese, potentially limiting
the generalization of the results to other contexts.

Furthermore, this study concentrated on the overall E2E-ABSA task without sep-
arately analyzing the models’ performance on more straightforward yet important tasks
like Aspect Term Extraction (ATE) and Sentiment Orientation Extraction (SOE). No-
tably, these tasks form the core of the Aspect-Based Sentiment Analysis in Portuguese
(ABSAPT) 2022 challenge, highlighting their significance in sentiment analysis research.
A comparative evaluation of the models’ capabilities in ATE and SOE tasks, using data



from the ABSAPT challenge, could have provided additional insights into each model’s
specific strengths and weaknesses.

Addressing these limitations in future research will enhance the understanding of
small language models’ capabilities in diverse sentiment analysis tasks, especially in the
context of Portuguese, a language less frequently studied in ABSA research.

6. Conclusion

This study evaluates instruction tuning for small language models in the context of End-
to-End Aspect-Based Sentiment Analysis (E2E-ABSA) in Portuguese. It highlights the
capabilities and limitations of these models, notably the PTT5 Base, FLAN-T5 Base,
and mT0 Small, in processing complex sentiment data. The PTT5 Base model, with its
specialized training in Portuguese, showed promising results, achieving higher scores in
F1, Precision, and Recall, indicating the potential benefits of language-specific training
for ABSA tasks.

A notable observation is the tendency of models, especially PTT5 Base, to infer
aspects not explicitly mentioned in the text. While this demonstrates advanced language
understanding, it also suggests a divergence from the specific instructions. This study’s
result indicates room for further refinement in instructions provided to the models.

This research suggests that these models could be used for practical industry appli-
cations by incorporating simple filters to refine their output. These filters would enhance
the relevance and accuracy of the results by focusing on aspects explicitly mentioned in
the text, thus improving the practicality and reliability of the models in real-world scenar-
ios.
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