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Abstract. Resume data extraction remains a critical challenge in automated
recruitment systems, where traditional approaches struggle with unstructured
document formats while facing significant computational and privacy con-
straints. Large Language Models (LLMs) have shown promise for information
extraction tasks but present substantial barriers including high computational
costs and data privacy concerns when processing sensitive personal informa-
tion. This study investigates the fine-tuning of Small Language Models (SLMs)
as a viable alternative, specifically examining Phi-3 mini for extracting struc-
tured data from resumes. We employ advanced fine-tuning techniques includ-
ing Parameter Efficient Fine-Tuning (PEFT) and Reparameterized Fine-Tuning
with LoRA Quantization Adaptation (QLoRA) on a synthetic dataset of 2,100
resumes generated using privacy-preserving methods. Our comparative evalu-
ation against GPT-4o demonstrates that the fine-tuned SLM achieves superior
performance with 87.9% accuracy and 91.5 BLEU score, compared to GPT-4o’s
85.5% accuracy and 83.9 BLEU score, while significantly reducing computa-
tional costs. These findings establish SLMs as scalable and privacy-conscious
alternatives for applications requiring nuanced information processing, offering
comparable accuracy to LLMs with enhanced efficiency and data protection.

1. Introduction

Extracting relevant information from unstructured documents, such as resumes, remains
a persistent challenge in natural language processing. Large Language Models (LLMs),
exemplified by OpenAI’s GPT-3.5 [Brown et al. 2020] and GPT-4 [OpenAI et al. 2024],
have demonstrated remarkable capabilities in comprehending and parsing complex data.
LLMs are characterized by their vast size, typically containing billions of parameters,
which enables them to capture and generate human-like text with high coherence and
contextual understanding. However, the utilization of LLMs is often hindered by high
computational costs and privacy concerns, particularly when dealing with sensitive per-
sonal information.

In contrast, Small Language Models (SLMs) have emerged as a promising alter-
native to address these limitations. SLMs are compact models that contain significantly
fewer parameters compared to LLMs. Despite their reduced size, SLMs can still achieve



impressive performance on various NLP tasks. Models like Phi-3 mini [Abdin et al. 2024]
a 3.8 billion parameter model, developed by Microsoft, showcase the potential of SLMs to
deliver state-of-the-art results while maintaining a smaller model size and reduced com-
putational requirements. This makes SLMs an attractive option for applications that pri-
oritize efficiency and privacy.

In this study, we investigate the potential of fine-tuning SLMs, specifically Phi-3
mini, for extracting information from resumes. We aim to assess the viability of SLMs
as a cost-effective and privacy-aware solution, benchmarking their performance against
established LLMs. To ensure the privacy of individuals, we create a synthetic dataset us-
ing real resume templates populated with generated data using the Python Faker library
[Faraglia and Other Contributors 2025]. This approach allows for controlled experimen-
tation while mitigating privacy risks associated with using real personal data.

Our research focuses on fine-tuning Phi-3 using Supervised Fine-Tuning
(SFT) and advanced techniques such as Parameter Efficient Fine-Tuning (PEFT)
[Houlsby et al. 2019] and Reparameterized Fine-Tuning with Lora Quantization Adap-
tation (QLoRA)[Dettmers et al. 2023]. By leveraging these methods, we aim to enhance
the model’s ability to accurately extract and structure relevant information from resumes
into a standardized JSON format. This structured output facilitates the evaluation of the
model’s performance and its potential for real-world applications.

Through this comparative analysis, we seek to contribute to the ongoing discourse
in the field of NLP by exploring the advantages and limitations of SLMs in the context of
information extraction. By demonstrating the effectiveness and efficiency of fine-tuned
SLMs, we aim to provide valuable insights into their potential as a scalable and privacy-
conscious alternative to LLMs for a wide range of applications that require nuanced in-
formation processing.

2. Related Work

2.1. General Techniques for Resume Data Extraction

The integration of advanced Natural Language Processing (NLP) and machine learn-
ing techniques in the automation of resume parsing has become increasingly preva-
lent, serving key roles in recruitment and talent management. Rawat et al. (2021)
[Rawat et al. 2021] review the evolution of resume parsing techniques in the HR recruit-
ment process, highlighting the transition from traditional manual methods to advanced
machine learning (ML) and deep learning (DL) approaches. The development of NLP and
Named Entity Recognition (NER) has significantly enhanced the efficiency and accuracy
of extracting structured information from unstructured resumes. The article underscores
the implementation of various frameworks and algorithms, such as hybrid cascaded mod-
els, ontology-based systems, and neural networks, which have collectively driven rapid
advancements in automated resume parsing technology. Other research contributions in-
clude the work of Kulkarni (2024) [Kulkarni 2024], which incorporates NLP and rule-
based methods to segment resumes by their layout, and Rasal (2023) [Rasal 2023], who
advocates for the integration of NLP techniques into resume parser projects to effectively
analyze resume content.



2.2. Data Extraction in Large Language Models (LLMs)

The use of large language models (LLMs) in resume parsing presents challenges related to
computational efficiency and data privacy concerns. Recent advancements in instruction
tuning and model pretraining, as discussed by Zhou (2023) in LIMA [Zhou et al. 2023],
suggest that a significant portion of a model’s knowledge can be acquired during pre-
training with minimal additional data for fine-tuning. This insight supports our research
into leveraging smaller models for similar tasks. Moreover, Tingyu Xie et al. (2023)
[Xie et al. 2023] explore the performance of LLMs in zero-shot information extraction
tasks, such as named entity recognition (NER), using models like ChatGPT. Their find-
ings underscore the potential of LLMs in extracting structured information from unstruc-
tured text, aligning with our focus on evaluating the capabilities of small language models
in resume data extraction.

This structured approach ensures that our research contributions are clearly con-
textualized within the existing literature, addressing both the capabilities and limitations
of current NLP applications in resume parsing. By focusing on SLMs, our study proposes
a scalable, efficient, and privacy-conscious alternative that could enhance information ex-
traction processes in sensitive applications.

3. Method

The creation of a suitable dataset for training and evaluating language models applied
to resume information extraction presents considerable challenges, primarily due to the
sensitive personal data typically found in such documents. To mitigate privacy and ethical
risks, we devised a rigorous procedure for generating a synthetic dataset, as illustrated in
Figure 1 and detailed as follows:

Figure 1. Dataset engineering and Fine-tuning pipeline

3.1. Dataset

1. Use of Generic Resume Templates: We began the process by utilizing 12 re-
sume templates, including real resumes with common layouts found in Applicant



Tracking System (ATS) software and auto-generated CVs from platforms such as
LinkedIn (with all personal data removed). These templates were converted into
text format and adapted to include specific placeholders for data such as Name,
Email, and Professional History (company, date, activity description). After con-
version, the templates produced distinct text patterns depending on their original
source format; for example, resumes originally containing tables could present in-
formation in varying orders, such as the candidate’s name and position appearing
mid-document instead of at the top.

2. Generation of Synthetic Data: With the placeholders set, we proceeded to
generate synthetic data using primarily deterministic and rule-based approaches.
The Python Faker library was used to generate the majority of fields including
names, emails, addresses, phone numbers, dates, and company names. For com-
plex narrative content, such as job descriptions, skill summaries, and professional
experience descriptions, which require contextual coherence, we employed the
gpt-3.5-turbo-0125 Large Language Model (LLM). This model was used
exclusively for narrative text generation, while all structured fields were generated
deterministically to maintain control over the evaluation dataset.

3. Substitution in Templates: After generating the synthetic data, we replaced the
placeholders in the templates with the generated synthetic data, resulting in a set
of 2100 resumes structured in a realistically representative manner. We also ran-
domly assigned different titles to the sections of resumes from a list of common
names. This variation, along with the template format, allowed for a greater vari-
ety of formats in the dataset.

4. Label Generation for Fine-tuning: Using the synthesized dataset, we gener-
ated labels in JSON format that represent the expected outcomes for the model’s
fine-tuning process. These labels correspond primarily to the deterministically
generated structured data (names, emails, dates, companies) rather than the LLM-
generated narrative content, ensuring that the evaluation targets genuine extraction
capabilities rather than content reproduction.

5. Dataset Validation: A portion of the dataset was reserved for validation during
the model development process, ensuring that the model could generalize beyond
the examples seen during training. Specifically, 1900 resumes were used for train-
ing, with 5% of this training dataset (100 records) set aside for evaluation.

6. Accuracy Testing: A smaller fraction of the dataset, specifically 100 records, was
designated to test the model’s accuracy post fine-tuning. We aimed to use some
templates that were not included in the training set, allowing a rigorous assessment
of the model’s effectiveness under conditions similar to real-world usage.

This method of dataset generation not only reinforces privacy and ethical com-
pliance but also provides a robust basis for assessing the effectiveness of small language
models in processing and analyzing complex information contained in resumes. While
synthetic data ensures privacy and allows controlled experimentation, it may not fully cap-
ture the diversity, noise, and inconsistencies present in real-world resumes, which could
affect the model’s performance in practical deployments. Figure 1 provides an example
of our dataset structure.



Figure 2. An example JSON representation of our dataset structure.

3.2. Fine-Tuning Process

We will perform the fine-tuning process using Supervised Fine-Tuning (SFT) and ad-
vanced techniques such as Parameter Efficient Fine-Tuning (PEFT) and Reparameterized
Fine-Tuning with Lora Quantization Adaptation (QLoRA). These techniques provide an
efficient fine-tuning approach that reduces memory usage and computational costs while
maintaining high performance. The fine-tuning process will be conducted on the Mi-
crosoft Phi-3-mini-4k-instruct, a small language model developed by Microsoft with
3.8 billion parameters.

3.3. LLM Baseline

To provide a comparative benchmark for the fine-tuned small language model (SLM),
we utilized GPT-4o, a Large Language Model (LLM), as a baseline for evaluating per-
formance. GPT-4o, which incorporates few-shot learning capabilities, was trained on a
diverse range of text corpora to enhance its language understanding and information ex-
traction capabilities. By comparing the SLM’s performance against the GPT-4o baseline,
we aimed to assess the efficiency and privacy benefits of utilizing smaller models for
information extraction tasks.

3.4. Comparison with Non-Fine-Tuned Model

In addition to benchmarking against GPT-4o, we will also compare our fine-tuned small
language model (SLM) with its non-fine-tuned version. This comparison aims to provide
further insights into the impact of the fine-tuning process on the model’s performance.



By evaluating the results from the non-fine-tuned model, we can better understand the
enhancements brought about by fine-tuning in terms of language understanding and in-
formation extraction capabilities.

3.5. Results Analysis

In assessing the fine-tuned Phi-3 model, we focus on the accuracy of individual elements
such as names, emails, and educational backgrounds within the JSON outputs. This eval-
uation uses exact matches to determine the model’s accuracy at a per-field level. The
overall performance metric consolidates these findings to offer a comprehensive view
of the model’s efficacy across all fields. Additionally, we will use the BLEU score
[Papineni et al. 2001] as supplementary information to compare the JSON outputs, ac-
knowledging that while BLEU is typically used for translations, it can be useful for
comparing the similarity of structured data. The ground truth for this evaluation is the
synthetic JSON used to generate the resume templates. The metrics obtained for the fine-
tuned Phi-3, Phi-3, and GPT-4 models will be compared to each other.

4. Results
The main results of our comparative analysis are presented in Table 1 and Figure 2, high-
lighting the performance metrics for the fine-tuned Phi-3 model, GPT-4o, and the non-
fine-tuned Phi-3 model. The metrics include the number of exact matches, total keys
expected, total keys predicted, BLEU score, and accuracy.

Model Accuracy Bleu Score Keys Matches Keys (Total)
Fine-Tuned Phi-3 0.879 91.506 3089 3514

GPT-4o 0.855 83.924 3005 3514
Phi-3 0.545 65.426 1916 3514

Table 1. Comparison of exact matches, total keys expected, total keys predicted,
and similarity for different models, with an indicator for the best perfor-
mance.

We also evaluated the results using the 2 templates that were not used in the train-
ing data. These templates were only used in the test data to better assess the model’s
generalization capability. The results for this case are presented in Table 2 and Figure 3.

Model Accuracy Bleu Score Keys Matches Keys (Total)
Fine-Tuned Phi-3 0.71 82.1 811 1143

GPT-4o 0.79 80.5 903 1143
Phi-3 0.537 68.6 614 1143

Table 2. Comparison of exact matches, total keys expected, total keys predicted,
and similarity for different models, with an indicator for the best perfor-
mance, for specific templates.
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Figure 3. Comparison of Accuracy and BLEU Score for Different Models
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Figure 4. Comparison of Accuracy and BLEU Score for Different Models on Spe-
cific Templates

5. Conclusion

This study aimed to evaluate the effectiveness of Small Language Models (SLMs), specif-
ically Phi-3, in extracting data from resumes and compared their performance with Large
Language Models (LLMs) such as GPT-4o. Through comprehensive experimentation and
fine-tuning techniques, we demonstrated that SLMs could achieve comparable accuracy
to LLMs while significantly reducing inference costs and enhancing data privacy.

The primary contributions of this research include:

Efficiency and Privacy of SLMs: We showed that SLMs, despite their smaller
size, could perform complex NLP tasks effectively. Fine-tuned Phi-3 achieved an ac-
curacy of 87.9% and a BLEU score of 91.5, outperforming the baseline LLM, GPT-4o.
Even with unseen templates, the fine-tuned Phi-3 achieved an accuracy of 71% and a
BLEU score of 82.1%, compared to GPT-4o’s 79% and 80.5%, respectively. This per-



formance was significantly better than the non-fine-tuned Phi-3, which scored 53.7% and
68.6%, demonstrating the superior generalization capability of the fine-tuned model.

Fine-Tuning Techniques: The study leveraged advanced fine-tuning techniques
such as the Supervised Fine-tuning Trainer (SFT Trainer), PEFT with QLoRa. These
methods proved effective in enhancing the model’s ability to extract and structure relevant
information from resumes.

Synthetic Dataset Creation: We developed a synthetic dataset using real resume
templates populated with generated data, ensuring privacy while providing a robust basis
for model training and evaluation. This dataset was crucial for controlled experimentation
and accurate performance assessment.

Benchmarking Against LLMs: By benchmarking the fine-tuned Phi-3 against
GPT-4o and its non-fine-tuned version, we provided valuable insights into the trade-offs
between model size, performance, and computational cost. The results suggest that SLMs
can be a viable alternative to LLMs for applications requiring nuanced information pro-
cessing, particularly where efficiency and privacy are paramount. The fine-tuned Phi-3
model demonstrated strong performance metrics, making it a compelling choice for real-
world applications in resume data extraction.

Future work could explore further optimization of SLMs, the integration of multi-
modal data, and the application of these models to other domains requiring sensitive data
processing. Additionally, investigating the combination of SLMs with LLMs in hybrid
approaches may yield even better performance and efficiency.

In conclusion, this study highlights the potential of SLMs as scalable, efficient,
and privacy-conscious alternatives to LLMs for resume data extraction and possibly other
similar NLP tasks. By continuing to refine these models and techniques, we can develop
more robust, cost-effective, and secure solutions for diverse applications in natural lan-
guage processing.

It is important to note that the narrative fields in our synthetic dataset were gen-
erated using the gpt-3.5-turbo-0125 model. While this step was limited to non-
structural content and aimed to reduce privacy risks, it may still introduce certain lim-
itations, such as reduced linguistic variety, stylistic artifacts from the specific LLM, or
subtle biases inherent to its training data. These factors could influence the diversity and
representativeness of the dataset. Although our methodology and controlled setup sought
to minimize these effects, by using deterministic generation for most fields and evaluat-
ing all models on the same dataset, they cannot be completely eliminated and should be
considered when interpreting the results.
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