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Abstract. Sign language is one of the main forms of communication used by the
deaf community. The language’s smallest unit, a “sign”, comprises a series of
intricate manual and facial gestures. As opposed to speech recognition, sign
language recognition (SLR) lags behind, presenting a multitude of open chal-
lenges because this language is visual-motor. This paper aims to explore two
novel approaches in feature extraction of facial expressions in SLR, and to pro-
pose the use of Random Forest (RF) in Brazilian SLR as a scalable alternative
to Support Vector Machines (SVM) and k-Nearest Neighbors (k-NN). Results
show that RF’s performance is at least comparable to SVM’s and k-NN’s, and
validate non-manual parameter recognition as a consistent step towards SLR.

1. Introduction

The first studies of sign language structure date back to 1960, with Stokoe
[Landar and Stokoe 1961]. Sign language is a form of visual-motor communication used
by the deaf community. Its smallest unit, a “signal”, comprises non-manual parame-
ters, movement of the face, eyes, head and torso, and manual parameters such as hand
configuration, palm orientation, location and movement. Similar to spoken languages,
sign languages have distinct grammatical structures, varying by country and culture
[Gesser 2009]. According to [Laborit 1998], any concept can be expressed by means
of signals without any loss of content.

Although the first mentions of sign language dissemination in Brazil date back to
the 19th century [de Assis Silva 2012], just recently in Brazil it has been sanctioned as
an official language. Brazilian Sign Language (LIBRAS) was only recognized in 2002 as
the country’s second official language, by law number 10.436 [Brasil 2002].

In the past decade alone, the improvement of machine learning techniques has
led to significant advancements in automatic speech recognition. Speech-based Natural
User Interfaces (NUI) were made possible and widely spread, facilitating human-human
and human-machine interaction [López et al. 2017]. Despite recent progress, as seen



in [Hinton et al. 2012] and [Pigou et al. 2015], sign language recognition still lags be-
hind. In particular, Brazilian sign language recognition has only recently been explored
([Rezende et al. 2016], [Freitas et al. 2017], [Filho et al. 2017]).

Most of the past work in LIBRAS recognition have focused primarily on the man-
ual parameters of signals ([Almeida et al. 2014], [Dias et al. 2009], [Freitas et al. 2017]).
This study is an extension of [Rezende et al. 2016], which proposes recognition of LI-
BRAS signs through facial expression. Facial components of signals are represented by
the movement of the head, eye, eyebrow, etc., and are grammatical elements that make up
the structure of the language, emphasizing and intensifying the signs when necessary.

There are over 10,000 signs in LIBRAS, and facial expressions are not mandatory
in all signals [Capovilla 2017]. Moreover, different signals can share similar expressions.
Hence, realizing signal classification tasks solely based on facial expression, in which
each output label corresponds to a sign, does not generalize well for a large vocabulary.
[Almeida et al. 2014] proposes a more scalable solution by extracting structural compo-
nents of a signal, such as hand configuration and type of movement. Classification is then
performed within each component, limiting the range of possible output classes. Signs
can be recognized among others by grouping the individual results obtained for each com-
ponent and comparing to a predetermined reference, such as [Capovilla 2017]. A similar
approach is proposed in this work: instead of considering each signal’s direct meaning as
an output class, here we propose that each facial expression is labeled according to the
closest fundamental expression (neutral, happy, sad, angry, fearful, surprised, disgusted)
or according to the most prominent feature (e.g. tongue out or sucked cheeks).

The dataset used in this work is the same as presented in [Rezende et al. 2016],
and comprises a descriptor of facial and manual spatial coordinates, and summarized
frames of each signals’ recordings [Rezende et al. 2016]. In this work, only coordinates
pertaining to facial points were considered. In addition to experiments utilizing facial
coordinates, classification is performed on two novel descriptors:

• Points selected by inspection of video frames;
• Facial points which suffer most displacement throughout frames.

Past studies in LIBRAS recognition have employed Support Vector Machines
(SVM), k-Nearest Neighbors (k-NN) and artificial neural networks for classification
tasks ([Porfirio et al. 2013], [Filho et al. 2017], [Almeida et al. 2014], [Rao et al. 2017]).
In this work, due to the high dimensionallity of the available data, Random Forest
[Breiman 2001] was proposed as a classification method in the learning stage. The Ran-
dom Forest algorithm implicitly performs feature selection [Breiman 2001] and have
consistently shown robust results throughout a plethora of applications, including fa-
cial expression recognition [Pu et al. 2015]. Furthermore, the algorithm yields good ac-
curacy results in classification tasks when compared to other state-of-the-art methods
[Zhang et al. 2017], is fast to train and can easily be parallelized [Genuer et al. 2017],
posing as a scalable candidate for learning tasks on a larger collection of LIBRAS signs.

2. Related Work

Most literature on signal language recognition deal with the rela-
tive configuration of the hands [Escobedo-Cardenas and Camara-Chavez 2015],



[Almeida et al. 2014], [de Paula Neto et al. 2015], [Pariwat and Seresangtakul 2017],
[Uddin and Chowdhury 2016]. Most of these studies carry out recognition of the
alphabet in their respective languages. Few works focus just on the information of
the non-manual expressions [Freitas et al. 2017], [Rezende et al. 2016], [Uddin 2015],
seeking to emphasize the importance of facial expressions in sentences and even the
recognition of signs. Although they achieve high rates of recognition of expressions,
the common methodologies proposed are adequate only to the set of data used. This
therefore limits replicability, because there is no way to universalize the dataset in the
literature. In addition, recognizing a sign using only one of its parameters is unfeasible,
since multiple signs may share the same configuration of a parameter, while others do
not use it at all.

One of the greatest challenges of SLR is dealing with all parameters simultane-
ously, since each sign language has its own unique grammatical structure and some signs
may incorporate only a few parameters. Performing recognition using more than one
parameter is the work of [Rao et al. 2017] and [Yang and Lee 2011].

In [Rao et al. 2017], a real-time signaling system was implemented using the
frontal camera of a cell phone. Twenty signs, among words and letters, were tested. The
videos were recorded at a rate of 30fps and each signal was subjected to pre-processing,
segmentation and feature extraction techniques. At the end of the process, the signals
were labeled using an Artificial Neural Network approach. The developed application
returned an audio from the performed signal. Despite the well-structured methodology,
the sample size was small. Another weakness of the system is the number of neurons in
the hidden layer. The value was chosen by trial and error, preventing recognition of new,
unseen samples, since the parameters of the system would have to be recalculated.

In the work of [Yang and Lee 2013], the manual segments of signals were identi-
fied and then analyzed in regard to their configurations. Facial expression was investigated
if there were any ambiguities related to the analysis of the hands. The database used has
24 signals, of which 17 are related to the alphabet and 5, to facial expressions, making up
98 sentences from the American Sign Language. Recognition is therefore accomplished
in separate steps for each parameter, hand or face.

As seen, works presented in the literature do not have a common methodological
mechanism that is capable of evaluating the real situations that a user of sign language
encounters. Overcoming this barrier enables the creation of a system for instantaneous
recognition of signals, facilitating communication with others who do not know the lan-
guage. Thus, the intention of this paper is to propose a generalizable approach to SLR, by
focusing on classifying each signal’s basic parameters, instead of attempting to extract its
direct meaning.

2.1. Facial Expression Recognition
Automated analysis of human emotions is a multidisciplinary endeavor and a key

component of human-computer interaction. A multitude of approaches have been studied
in an effort to capture the nuances that differentiate facial expressions [Zeng et al. 2009].

The problem is well-studied and bench-marked within Computer Vision, present-
ing a variety of consolidated databases [Gross 2005]. Research directions differ, among
a plethora of factors, in the choice of data, sentiment categorization, temporal or static



analysis and learning method ([Du et al. 2014], [Yu and Zhang 2015], [Jung et al. 2015],
[Abdullah et al. 2014]).

2.2. LIBRAS Data

The data utilized in this work were obtained from [Rezende et al. 2016] and con-
tain recordings of 10 different signs, represented by non-manual parameters of the Brazil-
ian Sign Language (LIBRAS). Figure 1 shows five frames of a recording of the “happi-
ness” sign. Each sign (to calm down, to accuse, to annihilate, to love, to gain weight,
happiness, slim, lucky, surprise and angry) has 10 recordings, totaling a database of 100
samples.

(a) Frame 1 (b) Frame 2 (c) Frame 3 (d) Frame 4 (e) Frame 5

(f) Frame 1-Points (g) Frame 2-Points (h) Frame 3-Points (i) Frame 4-Points (j) Frame 5-Points

Figure 1. Frames from fourth recording of the sign “happiness”.

The signs were captured using a RGB-D sensor (Microsoft Kinect) and processed
by nuiCaptureAnalyze software. In the processing stage, each recording’s images (Fig-
ures 1a to 1e) and xy-coordinates of 121 points located across the face were obtained
(Figures 1f to 1j). This work focuses on the 121 points, which served as base descriptors
for each facial expression.

Each sign in the original dataset was mapped to one of the labels as presented in
Table 1, taking into consideration the closest fundamental expression or the most promi-
nent facial parameter [Capovilla 2017]:

Table 1. Sign mapping
Sign New label Sign New label
To calm down Neutral Happiness Happy
To accuse Angry Skinny Sucked cheeks
To annihilate Angry Lucky Neutral
In love Happy Surprised Surprised
To fatten Inflated cheeks Angry Angry



3. Feature Extraction
In [Rezende et al. 2016], classification was performed on four different feature

vectors composed by the 121 facial points:

• Utilizing raw data;
• Performing z-normalization on (x,y) coordinates separately, for each recording of

each signal;
• Normalizing each xy-coordinate of each signal’s recordings in relation to the cen-

troid of the first corresponding frame;
• Normalizing each xy-coordinate of each signal’s recordings in relation to the cen-

troid of its current frame.

Due to data being highly dimensional in all aforementioned experiments (1210
features × 100 samples), this work proposes two novel approaches aiming to reduce fea-
ture space, discussed in the next subsections.

3.1. Points Selected by Inspection
Pairs of points were selected through inspection of video frames, tentatively cap-

turing prominent characteristics of facial expressions. Each pair and its respective de-
scription is shown on Table 2 and the selected points can be seen in Figure 2.

Table 2. Selected pairs
Points Description
6 and 3 Nose tip to mid supraorbital ridge
6 and 11 Nose tip to mid chin
8 and 9 Mouth opening height
20 and 25 Right eye opening
49 and 16 Outer eyebrows corners (left and right)
50 and 17 Eyebrow upper midpoint (left and right)
53 and 58 Left eye opening
65 and 32 Mouth opening width
91 and 92 Nasolabial folds (left and right) Figure 2. Selected points

Data dimension was reduced to 170 features (xy-coordinates of 17 points, 5
frames) × 100 samples. The resulting feature vector is as follows:

xi,j︸︷︷︸
signal i, recording j

=

(sx, sy)1,1 (sx, sy)2,1 . . . (sx, sy)s,f︸ ︷︷ ︸
point s coordinates, frame f

 (1)

3.2. Displacement Ranking
The original data set was processed following the steps bellow:

1. For each recording, a cumulative measure of displacement based on the Euclidean
distance of a point in each consecutive frame was calculated;

2. Points were ranked within each signal, following the highest displacement value;



3. The first decile of each recording’s rank was sampled, yielding 12 points with
highest displacement per recording;

4. For each signal, a mode the first decile was determined;
5. Each signal’s recordings were re-sampled from the original data with respect

to each signal’s mode. The new data set’s dimensions are 120 features (xy-
coordinates of 12 points, 5 frames) × 100 observations.

The resulting feature vector is as follows:

xi,j︸︷︷︸
signal i, recording j

=

(px, py)1,1 (px, py)2,1 . . . (px, py)p,f︸ ︷︷ ︸
point p coordinates, frame f

 (2)

4. Experimental Analysis
Three experiments were formulated to evaluate the proposed approaches:

1. Classification utilizing all 121 points;
2. Classification on the feature vector consisting of points selected by inspection of

the video frames;
3. Classification on the reduced data set created through the displacement ranking.

All experiments were performed utilizing three classifiers, for means of compari-
son: Random Forest [Breiman 2001], Support Vector Machines [Cortes and Vapnik 1995]
and k-Nearest Neighbors [Patrick and Fischer 1970]. The general structure of the solution
is as seen on Algorithm 1. For each classifier, 30 models were constructed in each experi-
ment, resulting in 90 models per experiment. Further performance measures were derived
from predicted values and discussed later in this section.

Algorithm 1: Sign Classification
input : sign samples
output: predicted expression

1 maxIt i← 30;
2 for i← 1 to maxIt do
3 randomization of samples;
4 train i← 80% of each class;
5 test i← 20% of each class;
6 parameters← k-fold cross-validation;
7 model← classifier(train i, parameters);
8 predictions i← model(test i);
9 end

4.1. Random Forest

Breiman’s Random Forest (RF, [Breiman 2001]) is a powerful ensemble approach
based on bootstrap aggregation of multiple decision trees, and is widely utilized in ap-
plications in which the number of features exceeds the number of observations. The
algorithm differentiates from other decision tree methods in the way that at each node



split in the learning process, the feature space is randomly sampled with replacement. A
final prediction is obtained by aggregating all constructed trees through majority voting
[Boulesteix et al. 2012].

The Random Forest algorithm has several tuning parameters, of which most show
high dependency on the data set [Ließ et al. 2012]. Hence, one of the practical challenges
when using RF is parameterization. In this work, Random Forests parameters are selected
through randomized search stratified 3-fold cross validation, obtaining 500 different set-
tings [Pedregosa et al. 2011]. The search space was limited to according to the values
shown in Table 3.

Table 3. Random Forest parameters
Parameter description Possible values
Number of trees [800, 2000], step size = 10
Number of features (p) considered at each split {log2 p,

√
p, 0.3p}

Maximum depth of a tree {[10, 80], step size = 10; or
None}

Minimum number of samples required to split a
node

{3, 5, 7};

Minimum number of samples required at each
leaf-node

{2, 3, 4}

Whether bootstrapping occurs when constructing
trees

{‘True’, ‘False’}

Split quality measure {‘Gini’, ‘Entropy’}

4.2. Support Vector Machine

The SVM (Support Vector Machine) classifier presented by
[Cortes and Vapnik 1995] is currently considered the state-of-art in classification
and regression problems [Zhang et al. 2017]. The SVM algorithm finds points that make
up support vectors, which, in turn, compose a hyperplane that optimizes the distance
between the classes, serving as a decision boundary. This boundary is obtained using
training data, and is applied to classify the test data.

The SVM solves binary classification problems. However, LIBRAS recognition
is multiclass problem. Package e1071’s implementation of SVM [Meyer and Wien 2001]
uses a one-against-one technique for multiclass problems, thus, it was selected to be uti-
lized in this work. In addition, package e1071 has tools to perform automatic search, by
cross-validation, of the cost parameters C and gamma(γ), relative to the separation sur-
face of the classes. [Hsu et al. 2016] advises that the parameter C to vary from 2−5 to 215,
and γ, from 2−15 to 23. In relation to the kernel, Radial Base Function (RBF) was used,
chosen according to [Hsu et al. 2016], after taking into consideration the cases tested in
this work.

4.3. k-NN

The use of k-NN [Patrick and Fischer 1970] for classification problems is well
established in the literature. Due to the classifier’s efficiency in terms of running time



[Zhang et al. 2017], it was included in this work for comparison with SVM’s and RF’s
results. To determine the class of a sample m not belonging to the training set, the k-NN
classifier looks for k elements of the training set that are closest to m, and assigns its class
based on which class represents the majority of these selected k elements.

With the selected training data, cross-validation was used to find the value for k
that provided the highest accuracy rate (kbest). Thus, the training data were divided into
5-folds of the same size and 5 cross-validation iterations were performed applying the
leave-one-out technique.

4.4. Results and Discussion

After applying the procedure shown in Algorithm 1, accuracy results were ob-
tained for each classifier. Results were statistically analyzed utilizing ANOVA, Shapiro-
Wilk and Fligner-Killeen tests [Elliott and Woodward 2007], and can be seen in Figure
3.

Figure 3. Comparison of results for each classifier

For classification with raw data, k-NN obtained the best average accuracy
(89.33%). However, classifiers’ overall performance are comparable. Utilizing points
selected through inspection, Random Forest obtained the best average accuracy (91.33%)
and achieved best overall performance within the experiment. SVM and k-NN presented
similar performances. Finally, in the experiment with displacement ranking data, Random
Forest presented the highest average accuracy (96.67%) and performed similarly to SVM,
both surpassing k-NN’s results.



Figure 4. One-Against-All confidence interval of Random Forest + Displacement Rank-
ing

Through an all-against-all analysis, as shown in Figure 4, the combination of dis-
placement ranking and either Random Forest or SVM classifiers has shown the best over-
all results. Class-wise results for Random Forest and displacement ranking, seen in Table
4, show that the expression “Inflated Cheeks” had the lowest accuracy results, and was
misclassified as “Happy”.

Table 4. Aggregated confusion matrix for Random Forest + Displacement Ranking

Predicted Angry Happy Surprised Neutral
Sucked
Cheeks

Inflated
Cheeks All

Angry 180 0 0 0 0 0 180
Happy 0 100 0 0 0 20 120

Surprised 0 0 60 0 0 0 60
Neutral 0 0 0 120 0 0 120

Sucked Cheeks 0 0 0 0 60 0 60
Inflated Cheeks 0 0 0 0 0 60 60

All 180 100 60 120 60 80 600

The work presented in this paper shows the following advancements when com-
pared to [Rezende et al. 2016]: (i) validates Random Forest as an scalable alternative to
SVM and k-NN; (ii) corroborates a new, generalizable approach to LIBRAS recognition,
that can be combined to [Almeida et al. 2014] constituting a hollistic method to SLR.

5. Conclusion

This study proposed a new approach to LIBRAS recognition. In contrast to works
presented in the literature, facial parameters were analyzed and classification was per-
formed identifying basic elements that make up the structure of the language. Results
validate the approach and introduce Random Forest as a good candidate for learning tasks.



Since non-manual configurations may be shared by different signs - or may not be used
at all - future works addressing both manual and non-manual parameters are expected to
deliver a holistic, and more precise, solution to SLR.

It is of fundamental importance that Computational Intelligence minimizes com-
munication barriers and facilitates communication between those who have hearing im-
pairments with those who do not. LIBRAS is not a compulsory component of the basic
school curriculum at present, therefore sign language literacy level is low, making it hard
for the deaf to communicate with the majority of the population.

6. Acknowledgments
This work has been supported by the Brazilian agency CAPES.

References
Abdullah, M. F. A., Sayeed, M. S., Muthu, K. S., Bashier, H. K., Azman, A., and Ibrahim,

S. Z. (2014). Face recognition with symmetric local graph structure (SLGS). Expert
Systems with Applications, 41(14):6131–6137.
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