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Abstract. Segmentation of masses in mammography images is an important task
to aid the accurate diagnosis of breast cancer. Although the quality of segmen-
tation is crucial to avoid misdiagnosis, the segmentation process is a challeng-
ing task even for specialists, due to the presence of ill-defined edges and low
contrast images. One of the techniques of state of the art for tumor segmenta-
tion is the Fuzzy GrowCut algorithm. In this work a study is performed on the
behavior of this algorithm when using different membership functions for seg-
mentation. Moreover, this research proposes a new membership function, called
Multi-Gaussian, which improves the results of Fuzzy GrowCut with respect to
those obtained through the use of classical functions.

1. Introduction
Breast cancer has been a growing problem to women around the world. According to
World Health Organization (WHO), it is the most common type of cancer among women,
with increasing mortality, becoming one of most lethal types of cancer [WHO 2015]. In
2015, 570.000 women died from breast cancer, corresponding to 15% of all deaths by
cancer, between women, around the world [WHO 2015]. In Brazil, it is the primary cause
of death by cancer between women, being estimated 59,700 new cases of cancer in 2018-
2019, with an incidence of about 56.33 cases to each 100 thousand women, according to
INCA [INCA 2018]. Early detection has a crucial impact on the tumor treatment suc-
cess, being harder to cure in advanced stages [WHO 2015]. Several preventive methods
have been developed, and one of most used methods to detect lesions is the digital mam-
mography [Henriksen et al. 2018]. However, the mammography interpretation can be a
challenging task even to specialists, once the analysis is influenced by several factors, such
as quality of the image, radiologist experience and type of lesion. It is estimated that 12%
to 30% of cases of cancer are missed due to bad mammographic interpretation [Evans
et al. 2013].

In General, regions of lesion do not have a well-defined contour [Dheeba et al.
2014]. Therefore, seed based techniques [Cordeiro et al. 2013, Zheng et al. 2013], which
the user label initial pixels, present better quality in the final segmentation. However,
these techniques require higher specialist knowledge. Unsupervised techniques, such
as those based on Active Contours [Rahmati et al. 2012] and Multilevel Threshold-
ing [Chakraborty et al. 2012], present good segmentation to lesions with well-defined
contours, but show difficulties to find spiculated or ill-defined edges. Supervised segmen-
tation methods, such as those based on seeds, which the user label initial regions inside



and outside the lesion, have obtained good segmentation quality related to the shape of
objects [Tsochatzidis et al. 2017, Cordeiro et al. 2017a].

Zen et al. [Zheng et al. 2013] use the supervised algorithm Random Walker to
segment lesions, obtaining good results to the metrics of sensibility and specificity. How-
ever, the algorithm Random Walker has parameters hard to be tuned and requires precise
labeling of seeds in the internal and external regions of the lesion to work correctly.

Cordeiro et al. [Cordeiro et al. 2012] apply the GrowCut [Vezhnevets and Konou-
chine 2005] algorithm to segment lesions in mammography images, obtaining good seg-
mentation results compared to state of the art. One of the GrowCut advantages is that it
does not have parameters, but it still depends on the specialist labeling. Later, Cordeiro et
al. Cordeiro et al. [Cordeiro et al. 2017b] modify the GrowCut algorithm, using Fuzzy Set
Theory to reduce specialist labelling effort in the initialization of the algorithm, obtaining
good results when compared to state of the art. The addition of membership function in
the initialization of the algorithms showed good results. However, that analysis was per-
formed using only Fuzzy-Gaussian membership function. This research aims to deepen
the study of membership functions to verify what type of function fits better to perform
segmentation of lesions in mammography images. To the best of our knowledge, this type
of analysis was never performed in the literature.

2. Membership Functions and Fuzzy GrowCut

2.1. Membership Functions

In the classic set theory, the membership of an element to a set is related to the element
belonging or not to this set. Unlike classic sets, the membership degree of a fuzzy set
indicates the confidence of the element belonging to a set [Dubois et al. 2014], and this
degree can vary from 0 to 1 [Rajasekaran and Pai 2011]. The 0 value means that an
element does not belong to a specific set, and 1 means complete membership to the set.
The values between 0 and 1 represent partial degrees of membership. Fuzzy sets are an
important way to describe information that the elements can be represented by several
degrees of membership. That is useful to describe concepts of the real world, e.g., to
describe frontier regions of lesions in medical images, where there is not a well-defined
border. This modeling is performed using membership functions, mapping the elements
of a set at and assigning membership levels. Among the membership often used are
triangular, trapezoidal, Gaussian, and generalized bell-shaped [Klir and Yuan 1995].

The Triangular membership function has a triangular shape and is defined by
Equation 1:

µtri(x) = max(min(
x− a

b− a
,
c− x

c− b
), 0), (1)

where a and c represent the position of the base of the triangle, in axis x, and b is the
position, also in axis x, in the top of the triangle. The functions max and min repre-
sent the maximum and minimum between the values, respectively. In this functions, the
parameters must follow this order: a < b < c.

The Trapezoidal membership function is defined by Equation 2:



µtrap(x) = max(min(
x− a

b− a
, 1,

d− x

d− c
), 0), (2)

where a and d represent the position of wider base of trapezoid in axis x and b, and d is
the lower base in the same axis, respectively. In this function, the parameters must follow
this order: a < b ≤ c < d.

The Gaussian membership function is defined by Equation 3:

µgauss(x) = e
− (x−c)2

2∗(β)2 , (3)

where c and β are the center and width of the fuzzy set, respectively. The number x in the
center of Gaussian region has maximum membership value and neighborhood member-
ship values decrease gradually.

The Generalized Bell-Shaped function is defined by Equation 4:

µsg(x) =
1

1 +
∣∣x−c
a

∣∣2b , (4)

where c, a and b are the widths, the center and smoothness of the bell-shaped function,
respectively.

2.2. Multi-Dimensional Membership Function

Let l be the number of unidimensional membership functions µk(x), k = 1, ..., l defined
by a vector x that creates a m-dimensional space. We can define a multidimensional
membership function µx through the intersection between membership functions in each
dimension [Abe 2012]. The intersection operators can be applied using the minimum
operation, as described in Equation 5.

µ(x) = min
k=1,...,l

µk(x) (5)

The intersection can also be obtained using the product between the membership
functions, as described in Equation 6.

µ(x) =
l∏
k

mk(x) (6)

2.3. Fuzzy GrowCut

The algorithm Fuzzy GrowCut [Cordeiro et al. 2017b] is a supervised segmentation tech-
nique that requires the user to labels initial seeds related to the localization of the lesion
in the mammography image. This technique uses a Fuzzy Gaussian membership function
to estimate the membership function of pixels in the image to perform the segmentation.
In the Fuzzy GrowCut, the pixels are labeled as background if the membership of a pixel



to the background is higher than the membership compared to the foreground. The mem-
bership function associated to foreground and background are defined by Equation 7 and
Equation 8, respectively:

µObj(i) = exp

(
−(xi − xm)

2

2αxs2x

)
exp

(
−(yi − ym)

2

2αys2y

)
, (7)

µBkg(i) = 1− µObj(i), (8)

where µBkg(i) is the membership function degree associated with the uncertainty of the
ith pixel belonging the image background, while µObj(i) is the membership function de-
gree associated with the uncertainty of the ith pixel belonging to the foreground. These
functions are Gaussian membership functions whose variables xi and yi corresponds to
the coordinates of the ith pixel of the image, whereas xm and ym are coordinates of the
center of mass of the labeled seeds. The values of sx and sy are the standard deviation of
the initial seeds, and αx and αy are the tuning weights of the Gaussian function.

Figure 1 shows each step of segmentation process used by Fuzzy GrowCut. Figure
1(a) shows the region of interest (ROI) of the mammography image, which is submitted
to initial labeling by the specialist. In Fuzzy GrowCut, it is necessary to perform only the
labeling of regions inside ROI, as shown in Figure 1(b). Figure 1(c) shows the Gaussian
region estimated by the membership function. The size of the region can be set through
the parameter α of Equation 8. After the seeds have been initialized, the segmentation
process starts, producing the segmented image, as shown in Figure 1(d), in which the
segmented region is shown in green.

(a) (b) (c) (d)

Figure 1. Stages of Fuzzy GrowCut. (a) ROI; (b) selection of seeds; (c) Fuzzy
Gaussian membership function; (d) segmented image.

3. Methodology
3.1. Project Flow
The methodology developed in this research is illustrated through Figure 2.

The segmentation process starts with the mammography image from the database,
followed by the selection of ROI, performed by the user. Next, the user labels the initial
seeds, selecting the points where the lesion is located. These seeds serve as input to the
Fuzzy GrowCut algorithm. In this research, the membership function to be used is also
defined as the input to Fuzzy GrowCut. After this process, the segmented image is ob-
tained and it is performed the analysis of the segmentation compared to the ground truth.
Next, the database, the implemented membership functions, and metrics are described.
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Figure 2. Project Flowchart

3.2. Database
In this research, it was used the Mini-MIAS [Suckling et al. 1994] public database to per-
form the analysis. The database consists of 322 mammography images with mediolateral
oblique views, obtained from 161 patients. However, only 57 images of the database con-
tain lesions classified as benign or malign. The other images of the database are classified
as normal, having calcifications or asymmetry.

The ground truth, which corresponds to the specialist labeling, was constructed
from the indications provided by the database using an auxiliary software and adaptive
thresholding. From the selected images, the lesions have different classes: circumscribed,
spiculated and indistinct. ROI selection and seeds labeling were done manually to perform
the algorithm segmentation.

3.3. Implemented Membership Function Models
The membership function models implemented were the triangular, trapezoidal, Gaussian
and generalized bell-shaped, described in section 2.2. To each one of them, it was used a
composition through the operations of intersection of Equation 5 and Equation 6.

The Triangular membership function, defined by Equation 1, was implemented,
tuning the parameters a, b, c and d according to the problem, and it is represented in two
dimensions, according to Equation 9.

µtri(x, y) = min(µtrix(x), µtriy(y)), (9)

µtrik(u) = max(min(
u− ak

CMk − ak
,

ck − u

ck − CMk

), 0), (10)

ak = CMk − σk · β, ck = CMk + σk · β, (11)

where µtri(x, y) defines the triangular membership function value in the position (x, y) of
the image. The values of µtrix and µtriy are the membership values to the axis x and y,
respectively. Therefore, the membership value is calculated through the minimum of the
Triangular function applied in both dimensions. The µtrik(u) function defines the mem-
bership value to k dimension, and it is expressed through the maximum and minimum
operations. It is considered as the center of mass in axis k, expressed by CMk. To defined
the bases of the triangle in the k axis, represented by the parameters ak and ck, it was used



the center of mass and the standard deviation of the initial seeds, as shown in Equation
11. The variable β sets how much the standard deviation in axis k, represented by σk, will
influence the width of the triangle base in that dimension. To the intersection model used,
the membership region is similar to a pyramid.

The trapezoidal membership function, defined by Equation 2, was represented in
two dimensions and adapted to the problem, being calculated by Equation 12:

µtrap(x, y) = min(µtrapx(x), µtrapy(y)), (12)

µtrapk(u) = max(min(
u− ak
bk − ak

, 1,
dk − u

dk − ck
), 0), (13)

ak = CMk − σk · β, bk = CMk − σk ·
β

2
, (14)

ck = CMk + σk ·
β

2
, dk = CMk + σk · β, (15)

where µtrap(x, y) is the trapezoidal membership function value to the position (x, y) in the
image, and µtrapx and µtrapy are the values corresponding to the axis x and y, respectively.
The membership value in axis k, represented as µtrapk , is defined by the maximum and
minimum operations, using the variables ak, bk, ck and dk, which define the base of the
trapezium in the axis k. Those variables are defined by Equation 14 and were adapted to
be automatically expressed through the center of mass and standard deviation in the axis
k, represented by CMk and σk, respectively. The variable β is responsible for setting the
influence of standard deviation in the definition of the base width of the trapezium in each
axis.

The generalized bell-shape membership function, defined by Equation 4, was rep-
resented in two dimensions and adapted to the problem, being calculated by Equation
16.

µsinog(x, y) = µsinogx(x) · µsinogy(y), (16)

µsinogk(u) =
1

1 +
∣∣∣u−CMk

2·σk

∣∣∣2b , (17)

The generalized bell-shape function in two dimensions is calculated through the
product of the function in each dimension, represented by µsinogx and µsinogx , instead of
being expressed by the minimum operation.

The Gaussian membership function, which is the model used in the Fuzzy Grow-
Cut algorithm, was also implemented. However, the membership function was already
showed in Equation 7.



For this analysis, it was not used compositions with the union operations, because
the resulting function was producing regions shapes without a defined border, what is bad
to find a lesion in the image. The intersection models by minimization and product were
chosen based on the most used models found in the literature.

Figure 3 shows the graph of implemented membership functions. The first line
shows each function, in 3 dimensions, whereas the second one shows the membership
region in 2 dimensions. The shape of membership regions influences on the mapping of
the lesion region from the seed provided by the user.

0

40

0.5

M
em

be
rs
hi
p

y
20

1

x
4020

0

40

0.5

M
em

be
rs
hi
p

y
20

1

x
4020

0

40

0.5

M
em

be
rs
hi
p

y
20

1

x
4020

0

40

0.5

M
em

be
rs
hi
p

y
20

1

x
4020

(a) (b) (c) (d)

Figure 3. Implemented membership functions: (a) Triangular; (b) Trapezoidal; (c)
Gaussian; (d) Generalized Bell-Shape.

3.4. Proposed Model
Besides the analysed membership functions, it was proposed a new model based on initial
seeds location. The motivation behind the model creation is related to the shape of the
lesions in mammography images and the shape of membership region using classical sets.
Frequently, the lesions found does not have a shape similar to the ones presented in Figure
3, mainly for spicular lesions.

In the Fuzzy GrowCut algorithm, the center of mass of seeds provided by the
user is used as the center of Gaussian region. In the proposed model, named as Multi-
Gaussian model, it is generated a Gaussian function for each initial seed. Figure 4 shows
the difference between the Gaussian model and the proposed Multi-Gaussian model.

x

(a)

x

(b)

x

(c)

Figure 4. (a) lesion region with initial seeds; (b) region defined by Gaussian
function; (c) region defined by Multi-Gaussian model.

Figure 4 (a) illustrates a tumor region with the initial seeds represented as black
dots. Figure 4 (b) represents, in red, the region with a higher membership of pixel to the



class of tumor. The x symbol in the center of the image represents the center of mass of
the provided seeds. Figure 4 (c) shows the proposed model, where each seed generates a
Gaussian membership function. With the union of the generated Gaussian regions from
each seed, it is possible to obtain a membership region closer to the edges of the legion,
when compared to the Gaussian method.

The Multi-gaussian membership function to the position (x, y) in the image, is
represented as µmg(x, y) = max(µseed1(x, y) and it is obtained by the operator of maxi-
mum between the memberships generated by each seed, expressed by seedk. The Multi-
Gaussian membership function is calculated through Equation 18.

µmg(x, y) = max(µseed1(x, y), ..., µseedk(x, y)), (18)

µseedk(x, y) = e
− (x−kx)2

2·α·(β)2 · e−
(y−ky)2

2··(β)2 (19)

The Equation 19 is an adaptation of Equation 7, that defines a Gaussian region for
two dimensions. However, instead of using the center of mass of all seeds, it is used the
position (x, y) of each seed. Moreover, the width of Gauss region not anymore defined
by the standard deviation of all seed, but by the constant β. The proposed model is
adaptable to the number of seeds provided by the user. It is expected that the more seeds
are provided, better is the representation of the model.

3.5. Metrics

To perform the evaluation of segmentation, some metrics of state of the art to analyze
medical images were implemented: Sensibility, Specificity, Jaccard Index, Dice, and Bal-
anced Accuracy. Those metrics are calculated from the rates of True Positive (TP), True
Negative (TN), False Positive (FP), and False Negative (FN) found in the segmented im-
ages. Next, it is described each metric.

Sensibility (SE) [Taha and Hanbury 2015] represents the effectiveness of the al-
gorithm to correctly classify the pixels from the object in the image. The sensibility can
be described through Equation 20.

SE =
TP

TP + FN
(20)

Specificity (SP) [Taha and Hanbury 2015] represents the effectiveness of the al-
gorithm to correctly classify the pixels from the background in the image. The specificity
can be described through the Equation 21.

SP =
TN

FP + TN
(21)

Balanced Accuracy (BAC) [Hirschauer et al. 2015] is the average between speci-
ficity and sensibility. The more the value of BAC the more balanced is the relation be-
tween SE and SP. The balanced accuracy is calculated according to Equation 22



BAC =
SE + SP

2
(22)

Jaccard index (J) [Taha and Hanbury 2017] represents the similarity index be-
tween a segmented image and its respective ground truth. The Jaccard index is calculated
through Equation 23.

J =
TP

TP + FN + FP
(23)

The Dice metric [Lu et al. 2009] is another metric frequently used to evaluate
segmentation algorithms, and it is defined by Equation 24:

Dice =
2 · TP
S + GT

, (24)

where S is the area of the Segmented object, and GT is the area of ground truth.

4. Results
An initial study was performed to find the best values of parameters to each membership
function. The parameter settings were done using the metrics described in section 3.5.
Table 1 shows the best values found for each membership function:

Table 1. Best parameters values to the membership functions.

Function Parameters

Gaussian α = 10
Triangular β = 6
Trapezoidal β = 4
Generalized Bell b = 6
Proposed β = 35

The segmentation results were analysed in respect to the 57 database images,
where it was extracted the ROI and labeled the initial seeds. Next, segmentation results of
Fuzzy GrowCut were analysed for each membership function, comparing to the ground
truth of each image. Figure 5 shows the segmentation results to the images mdb12, mdb28
e mdb145 of Mini-MIAS database.

The first column of Figure 5 shows the region of interest of the original image,
whereas the columns (b)-(f) represent the segmentation results using Gaussian, Triangu-
lar, Trapezoidal, Generalized Bell-Shaped and proposed membership functions, respec-
tively. In Figure 5, the black contour represents the specialist annotation, corresponding
to the ground truth, while the green contour is the segmentation of each approach. It is
interesting to notice that the results of the Triangular and the Trapezoidal functions are
identical, because the best parameter of the Trapezoidal function made it approximate
to the Triangular function, producing the same results. It is possible to observe that the
Fuzzy GrowCut with Gaussian membership function, that is the original approach, has



(a) (b) (c) (d) (e) (f)

Figure 5. Segmentation results of GrowCut, using the membership functions
analysed. (a) ROI; (b)-(f) Gaussian, Triangular, Trapezoidal, Generalized Bell-
shaped and proposed functions, respectively.

difficulties to segment some lesions. The same happens with the Generalized Bell-Shaped
function. When the proposed Multi-Gaussian model is used, results closer to the ground
truth to some images can be found, as shown in Figure 5. This difference happens mainly
in lesions of type spiculated, as shown in the third line of Figure 5.

Table 2 shows the quantitative results of each analysed metric. The values in bold
show the best values to each metric.

Table 2. Results of the metrics for each membership function.

Function SE SP BAC J Dice

Gaussian 0.74 0.88 0.81 0.62 0.75
Triangular 0.66 0.85 0.76 0.55 0.69
Trapezoidal 0.66 0.85 0.76 0.55 0.69
Generalized Bell-Shaped 0.35 1 0.67 0.34 0.48
Proposed 0.72 0.98 0.85 0.63 0.75

From Table 2 we can see that the proposed method has better results for the metrics
of balanced accuracy, Jaccard Index and Dice. Although the Gaussian method has a higher
Sensibility, the Specificity is lower, resulting in lower BAC. Although the Generalized
Bell-Shaped Function has high Specificity, it was not efficient to map the region of lesions
correctly, resulting in low Sensibility. The proposed Multi-Gaussian method achieves
better results by allowing to estimate representation of the lesion that is closer to the real
contour. That happens due to the better use of information of seeds, allowing a better
segmentation. The results obtained in this project can be extended to other seed-based
segmentation methods and other medical images databases.



5. Conclusion

This research performed an analysis of different membership functions applied to the
GrowCut algorithm, that is an algorithm used to segment lesions in mammography im-
ages. The analysis was performed with 57 images of the Mini-MIAS database, using
Gaussian, Triangular, Trapezoidal and Generalized Bell-Shaped membership functions.
Moreover, it was proposed a new membership function, named Multi-Gaussian.

The analysis results showed that the proposed model allowed the Fuzzy GrowCut
to obtain better segmentation results when compared to traditional membership functions.
It was observed that the Multi-Gaussian model could map the region of the lesion better,
obtaining better values to the metrics of BAC, Jaccard and Dice.

With this research, it was possible to observe that the use of membership func-
tion has a high impact in the Fuzzy GrowCut algorithm and that the proposed member-
ship model can be applied to improve other seed-based techniques and extended to other
databases.
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