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Abstract. Seam Carving is a content-aware image resizing method capable of
modifying the width or height to pictures preserving important elements. To
evaluate the importance of each pixel this algorithm uses a energy function.
The original algorithm can cause frequent object deformation in specific cases
such as images containing people, because the energy function is not able to
detect people. With this in mind, this paper presents a reformulation on the en-
ergy function of Seam Carving specific for preserving people in images. This
energy function uses a neural network followed by morphological operations.
For the experiments we used two dataset widely used for this type of problem
RetargetMe and NRID. For comparison was used quality analysis metrics of
resized images. The results show that the proposed method achieves superior
performance in terms of visual quality via qualitative indices compared to the
original algorithm. It also has outstanding results when compared to other re-
sizing operators.

1. Introduction
Currently there are several types of digital devices and resizing images is widely used so
that images can adapt to these devices. An efficient image resizing method must have
the ability to preserve essential objects after resizing. Traditional techniques, such as
uniform scaling, warping, among others, preserve the visual elements but causes audi-
ble distortion if the ratio is different between input and output. Another way to resize
an image is to crop it based in some window. However, such approach can potentially
discard relevant content if the output resolution is significantly smaller than the input
image [Senturk & Akgun 2017].

There are also methods that use approaches that minimize distortion of objects
after resizing, known as sensitive methods to content, an example is the Seam Carving
(SC) [Avidan & Shamir 2007] a resizing method which is concerned with preserving the
image content. To evaluate the relevant image content, SC uses a energy function. Strate-
gies such as methods based on gradients, saliency maps, segmentation, wavelet transform
decomposition are some methods known in the literature that can be employed as energy
functions [Oliveira et al. 2015]. However, previously mentioned methods have the dis-
advantage of frequent deformations objects in the image because the algorithm removes
the paths of pixels containing low energy until the desired size of the image is reached
without considering the visual effect.



Seam Carving presents recurring content distortions when applied to resizing im-
ages with people, it happens because detect people is a challenging problem due the non-
rigid nature of the human body produces innumerable possible poses, besides the variation
of the size due to the position of the camera and partial occlusions and camouflage of the
object caused by disorderly backgrounds [Nguyen et al. 2016]. Features extracted from
images such as skin color and texture have the advantage of not varying in rotation, size
and partial occlusions.

This paper presents the method that uses skin color as an input argument for a
neural network to classify pixels as skin or non-skin, and uses this classification in the
energy function of Seam Carving to preserve people after resizing. The proposed method
was compared to the original SC using evaluation metrics of dissimilarity and similarity
based on more salient features and details.

For a better understanding of the study presented in this article, this was organized
in 7 sections: Section 1 presents the introductory aspects on the theme, Section 2 describes
the Seam Carving method; Section 3 describes skin detection; Section 4 presents the
method proposed in this paper: Resizing with preservation of people using Seam Carving;
Section 5 describes the experiments and the results achieved by the proposed method;
Section 6 describes a comparison of the proposed method with the method that inspired
this article, Seam Carving; and finally, the conclusion is presented in Section 7.

2. Seam Carving

An effective resizing method modifies the size (height or width) of an image and should
be able to preserve important content whenever possible. SC is an image resizing al-
gorithm that uses an energy function to determine the relevant content that must be pre-
served [Dong et al. 2009]. This energy function must be able to assign more energy to the
pixels that stand out in the image and less energy to the imperceptible pixels that blend
into the environment. The original SC algorithm uses the magnitude of the gradient as
energy function (Equation 1), defined as a filter based on derivatives that highlights details
and detects borders.

For each pixel in the image I, the magnitude of the gradient vector is calculated
by summing the modules of the derivatives in the vertical and horizontal direction and is
given by:

e(I) = | ∂
∂x

I|+ | ∂
∂y

I|. (1)

The SC algorithm inserts or removes seams (a path of connected pixels that cross
the image from top to bottom, or from left to right and which has only one pixel in
each line or column of the image). To reduce the size of the image while preserving its
structure, the method focus on removing low energy pixels rather than those with high
energy [Avidan & Shamir 2007]. The seam that produces less energy is considered a
optimal seam and can be found using dynamic programming in linear complexity. The
first step is to traverse the image from the second row to the last row and compute the
cumulative minimum energy for all possible connected seams for each entry (x, y):

M(x, y) = e(x, y) +min(M(x− 1, y − 1),M(x− 1, y),M(x− 1, y + 1)), (2)



where M(x, y) is the cumulative minimum energy and e(x, y) is the magnitude of the
gradient at the position (x, y).

The minimum value of the last line is indicated at the end of the connected vertical
junction at the end of this process. Thus, in the second step we backtrack from this
minimum entry on M to find the path of the optimal seam [Shamir & Avidan 2009]. The
definition of M for horizontal seams is similar.

Reducing the width of an image by n pixels boils down to applying the SC opera-
tor n times. That is, in each time step we find the optimal seam in the image, remove the
pixels associated with it and repeat the process for n times.

Fig. 1 shows the SC method applied to an image containing a person. In order
to resize the image, 25% of seams from the total image size were removed. In Fig. 1(c),
we can see that the image got deformed after the seam removal. Such a situation usually
happens when the energy function is not suitable for the problem.

(a) (b) (c)

Figure 1. Use of the SC method. (a) Original image. (b) 25% of the vertical seams
chosen to be removed. (c) Reduction of 25% of the width.

3. Skin Detection
Image segmentation is the process of partitioning an image into non-overlapping regions
that are groups of homogeneous and connected pixels [Liu & Chung 2011]. Skin detec-
tion is an image segmentation technique that divides pixels into two groups: skin region
(any exposed part of the human body that appears in the image, such as faces, shoulders,
hands, legs) and non-skin region (everything that is not human skin is non-skin). This pro-
cess takes into consideration some characteristics of the image, such as color or texture,
in order to perform well.

Skin detection is used in a large range of image processing problems, such as
face detection [Zhipeng et al. 2010], face recognition [Kang et al. 2016], gesture recog-
nition [Han et al. 2009], content based image retrieval [Bhute & Meshram 2014], naked
people detection [Perez et al. 2017], among others.

Skin color is an efficient property that is also robust and invariant to changes re-
lated to image rotation, scale and partial occlusion [Kakumanu et al. 2007]. However,
detecting human skin by using color as a premise in complex images has proven to be
a challenging problem because skin color can vary drastically due to illumination, race,
aging, image conditions and complex background [Yuetao & Nana 2011].



A skin detector searches for pixels with colors that match the skin color
model [Phung et al. 2003]. There are methods, such as artificial neural net-
works [Naji et al. 2018] that attempt to create skin detectors with the ability to learn from
a set of training data without creating an explicit model of skin color. The output φ(x, y)
of the neural network for pixel classification is given by:

φ(x, y) =

{
1, if I(x, y) ∈ skin color,
0, otherwise.

(3)

4. Preserving skin regions in Seam Carving

We propose a new content-aware image resizing method that focus on the preservation
of people by using a new energy function for SC. The method is called Resizing with
People Preservation using Seam Carving (RPP-SC) and combines the SC algorithm with
a neural network capable of classifying pixel in two classes: skin and non-skin. To do
so, the energy function is changed and the value +∞ is assigned to all pixels classified
as skin. The other pixels follow the procedure applied in [Avidan & Shamir 2007], which
uses the magnitude of the gradient as energy function (Equation 1).

We replace the energy value for the pixels classified as skin color by +∞. Thus,
the new energy function eφ for a pixel (x, y) is given by:

eφ(x, y) =

{
+∞, if φ(x, y) = 1,
e(x, y), otherwise.

(4)

The use of the energy functions presented in Equation 4 is shown in Fig. 2.
Fig. 2(a) is the original image; Fig. 2(b) is the result after applying the energy func-
tion e of SC, the lighter the region, the more energy and more relevant; Fig. 2(c) is the
classification of the pixel using the φ function; and Fig. 2(d) shows the image after using
the energy function eφ of RPP-SC, in which the pixels classified as skin are more evident
compared to Fig. 2(b).

(a) (b) (c) (d)

Figure 2. Energy functions. (a) Original image. (b) Energy function e. (c) Energy
function φ. (d) Energy function eφ.



The Fig. 3 shows the steps of the RPP-SC. First, we perform a pre-processing in
the training database for the remove of ambiguity, then this data is passed as a parameter
for network training. After the network has been trained and evaluated, the images that
will be resize are passed to the network for skin detection, then a morphological operation
is performed using a closure to remove small structures, with a square as a structuring
element of size 5. Finally, the energy function eDP is applied and the less important
seams are removed, resulting in the resized images.
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Figure 3. Stage for RPP-SC.

For the pixel classification as skin and non-skin, the chosen neural network was
the Multilayer Perceptron (MLP) [Rumelhart et al. 1988]. The choice of database for
the neural network training is important to ease problems such as race and aging. The
SFA [Casati et al. 2013] database of human skin images was chosen because it is a data
set that contains a diverse collection of images. The SFA was built based on facial images
of FERET [Phillips et al. 1998] and AR [M. Martinez & Benavente 1998] databases, the
SFA has 3354 skin samples and 5590 non-skin samples.

Color values for the RGB, HSV and YCbCr systems were used as at-
tributes of the MLP input layer for skin classification, the same approach used
in [Hajiarbabi & Agah 2015]. All data is preprocessed to remove ambiguities. Pixels
that had the same values between skin and non-skin were assigned to the category of skin.

As skin color undergoes illumination variations, some approaches such
as [Yuetao & Nana 2011] and [Baskan et al. 2002] assume that the chrominance com-
ponents of skin tone color are independent of the luminance component. Therefore,
the illumination channel is scorned and a two-dimensional color space is chosen in-
stead of a three-dimensional color space. Thus, the HS can replace the HSV color
space [Baskan et al. 2002] and the YCbCr [Habili et al. 2004] can be replaced by CbCr,
discarding the luminance of these models. In [Moallem et al. 2011, Naji 2013], the au-
thors assume that such approaches show poor performance when applied to complex im-
ages due to the loss of some color information when a colored pixel is expressed in two-
dimensional rather than three-dimensional space. Ignoring any color information affects
the accuracy of the system. For comparison purposes, this work applies both techniques,
i.e. both the three-dimensional and two-dimensional color spaces are considered in our
experiments.

5. Experiments

This section describes the experiments and the results achieved by the proposed method
in this article. For all experiments, a computer with the following configuration was
used: Intel (R) Core(TM) i7-6500U 2.5 GHz processor with 8 GB of RAM and was



executed the Windows 10. MATLAB R2017a (developed by MathWorks) was used for
implementation.

5.1. Skin detection experiments

For skin detection experiments: about 60% of the samples were used for training, 20% for
validation, and 20% for testing. MLP was trained with different numbers of neurons in
the hidden layer, ranging from 6 to 40. For most networks, having 34 nodes in the hidden
layer produced better results compared to another number of neurons. All experiments
were repeated for 10 independent rounds.

Seven different type colorspaces were adopted as feature extractor to the MLP,
namely, RGB, HSV, HS, YCbCr, CbCr, RGBHSVYCbCr, and RGBHSCbCr, as one can
see in Table 1. For the evaluation and comparison of the results obtained in the classifica-
tion of pixels in skin and non-skin, the following metrics were used: precision or positive
predictive value (PPV), sensitivity or true positive rate (TPR), specificity or negative real
rate (SPC), and accuracy (ACC). The mean (µ) and standard deviation (σ) are also shown,
the best result of each metric is in bold.

Table 1. Testing of neural networks with different color models.

Colorspace
Metrics

PPV TPR SPC ACC

RGB µ 96.54 93.43 96.42 94.87
σ 0.0015 0.0046 0.0015 0.0025

HSV µ 96.24 94.06 96.15 95.08
σ 0.0018 0.0035 0.0018 0.0021

HS µ 93.29 90.91 93.11 91.98
σ 0.0028 0.0038 0.0027 0.0028

YCbCr µ 96.54 93.47 96.42 94.89
σ 0.0014 0.0039 0.0014 0.0022

CbCr µ 93.24 88.24 92.84 90.41
σ 0.0011 0.0005 0.0010 0.0004

RGBHSVYCbCr µ 96.74 94.93 96.68 95.79
σ 0.0018 0.0038 0.0018 0.0024

RGBHSCbCr µ 96.68 94.80 96.61 95.69
σ 0.0026 0.0017 0.0026 0.0019

We note in Table 1, that the approach to despise the illumination channel of HSV
and YCbCr color systems was inefficient, since the networks with HSV and YCbCr in-
puts presented higher results than HS and CbCr networks, respectively, for all metrics,
contradicting the results obtained in [Hajiarbabi & Agah 2015]. The network with the
colorspace RGBHSVYCbCr as the input showed better accuracy among all other net-
works, including the RGBHSCbCr, this result is understandable when analyzing sepa-
rately the results of HSV and YCbCr networks, which proved to be more efficient than



HS and CbCr. The best-performing network was used in Section 5.2 for the RPP-SC
experiments.

5.2. RPP-SC experiments

Two different databases were used in the experiments presented in this Section, Retar-
getMe [Rubinstein et al. 2010] consisting of 80 images and the NRID [Fang et al. 2012]
database containing 35 images. Both databases are diversified and widely used for evalu-
ation of image resizing tools and cover images of people and landscapes.

Fig. 4 provides examples that demonstrate execution process the SC and RPP-SC
methods, where were applied a reduction of 25% of the total size of image. Fig. 4(a) are
the original images; Fig. 4(b) shows the seam selected by the SC method to be removed;
Fig. 4(c) shows the images after removal of the seams by SC; Fig. 4(d) shows the seam
selected by the RPP-SC method to be removed; Fig. 4(e) shows the images after the
removal of the seams by the RPP-SC method.

(a) (b) (c) (d) (e)

Figure 4. Comparison between the methods with reduction of 25%. (a) Original
image. (b) Selection of SC seam. (c) Result of the SC method. (d) Selection of
RPP-SC seam. (e) Result of the RPP-SC method.

When analyzing the Fig. 4 we can see that SC method presented distortion of
relevant information of the people present in the image. RPP-SC method presented results
visibly superior to the original SC, minimizing the number of seams that passing in areas
classified as human skin.



6. Validation

In this section, we present a comparison of the proposed method with the method that
inspired this article, Seam Carving. For the comparison of approaches, quality analysis
metrics were used in resized images. The IR-SSIM and SIFT flow methods were used.

The image retargeting SSIM (IR-SSIM) [Fang et al. 2014] generates a structural
similarity map (SSIM) between the reference image and resized image. The reference
image is used to generate a (bottom-up) saliency map that is computed using data-driven,
task-independent visual attention models, and a top-down saliency map is created based
on task-dependent, high-level prior knowledge about the scene. The IR-SSIM algorithm
used in these experiments uses a face detector to calculate the top-down overhang map.
The final IR-SSIM scoring of the scaled image is calculated by weighting the overall
ledge map by the SSIM map.

The SIFT flow [Liu et al. 2011] method is based on optical flow methods that
produce dense pixel-to-pixel correspondences between two images. SIFT flow combines
optical flow with SIFT descriptors that are extracted from each pixel to characterize local
structures of image and encode reference information of the pixel. The SIFT flow metric
measures the distortion of the resizing by the distance between corresponding flow vectors
between images, the distance is a representation of the visual impact of the resizing. The
lower this cost is, the less noticeable the visual impact should be.

The values obtained with IR-SSIM and SIFT flow metrics and the total of seams
that pass through areas classified as skin for the SC and RPP-SC methods applied to the
NRID and RetargetME databases for 50% reduction is shown in the Table 2. The mean
(µ) and standard deviation (σ) of the metrics applied to the database images are used for
comparison, the best result of each metric is in bold. For the IR-SSIM metric the higher
the score the greater the similarity between the original image and the resized image,
while for the SIFT flow metric a lower score represents less content distortion between
the reduced image and the original image.

Table 2. Results of the validation experiments.

Database Metrics
Method

SC RPP-SC

RetargetMe

IR-SSIM µ 0.1213 0.1168
σ 0.0407 0.0388

SIFT flow µ 1.4218× 105 1.4153× 105

σ 1.5829× 105 1.5825× 105

seams µ 0.7736 0.4511

NRID

IR-SSIM µ 0.1132 0.1135
σ 0.0398 0.0419

SIFT flow µ 4.0672× 104 4.0607× 104

σ 3.6965× 104 3.6976× 104

seams µ 0.7910 0.4930



The values obtained with the metrics may not agree with each other because each
method uses different ways of inferring how good the result of the resizing was for its
original image. Analyzing the results presented in the Table 2 we can see that the RPP-SC
method obtained a better result of mean and standard deviation than the SC in most cases,
thus showing greater efficiency and reliability of the method. By observing the RPP-SC
method applied to the NRID database, the method achieved better values than the SC in all
the metrics, this happens because the skin classification for this database achieved visibly
better results. We can also observe a considerable reduction in the number of seams that
pass in areas classified as skin in the RPP-SC method.

In addition to SC the RPP-SC method was compared with other re-
targeting operators Nonhomogeneous warping (WARP) [Wolf et al. 2007], Scaling
(SCL) [Samadani et al. 2007] and Mutli-operator (MULTIOP) [Rubinstein et al. 2009]
the reductions made for this comparison were 25% with dataset NRID as can be seen
in Table 3. The mean (µ) and standard deviation (σ) of the metrics applied to the database
images are used for comparison, the best result of each metric is in bold.

Table 3. RPP-SC method comparison with other resizing operators.

Metrics
Retargeting operators

RPP-SC WARP SCL MULTIOP

IR-SSIM µ 0.1508 0.1500 0.1493 0.1580
σ 0.0509 0.0484 0.0504 0.0506

SIFT flow µ 3.7115× 103 3.8310× 103 3.8129× 103 5.2923× 103

σ 1.7530× 103 1.7015× 103 1.6398× 103 6.6692× 103

The results shown in Table 3 show that the RPP-SC method had better results than
most operators in most cases. Only for the IR-SSIM metric did the proposed method
show a lower result than the MULTIOP operator, a method that brings together a set of
operators for scaling. But for the SIFT flow metric the method performed better.

7. Conclusions
We present in this article the RPP-SC method that uses a new energy function for Seam
Carving elaborated from a neural network capable of detecting skin color. The network
was trained using separately 7 inputs with different color models which were then evalu-
ated taking into account the mean and standard deviation of precision, sensitivity, speci-
ficity and accuracy with the objective of finding the best colorspace to classify skin or
non-skin pixels skin. Two of the colorspaces tested employed the technique of discarding
the illumination channel to avoid problems with the variation of illumination, but were
inefficient.

Accuracy and precision have assumed significant values confirming the validity
and reliability of the model, so the network can detect the skin correctly in most cases.
The results obtained with the quality analysis methods of the resized images show the via-
bility of the proposal, since RPP-SC showed better performance than the results achieved
through SC in most cases. The perceptible distortions caused by using the RPP-SC
method are minimized compared to those obtained by the SC method. As future work, it



may be suggested to use new input attributes for the neural network, allowing, for exam-
ple, also to consider region-based and texture-based skin detection methods.
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