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Abstract. Urban mobility through quality public transportation is one of the
major challenges for the consolidation of smart cities. Researchers developed
different approaches for improving bus system reliability and information qual-
ity, including travel time prediction algorithms, network state evaluations, and
bus bunching prevention strategies. The information provided by these ap-
proaches are complementary and could be aggregated for better predictions.
In this work, we propose the architecture and a present a prototype implemen-
tation of a framework that enables the integration of several approaches, which
we call models, into scalable and efficient composite models.

1. Introduction

Providing efficient urban mobility is one of the major challenges facing large metropolitan
centers today. An efficient way to reduce congestion is with the provision of quality public
transport systems. Public transport systems using buses in Metropolis, such as Sdo Paulo,
are complex systems that continuously interact with the dynamics of the city. Buses are
delayed due to congestion and overcrowding, as well as having their flow interrupted by
traffic lights. Understanding the behavior of this system in different contexts, such as
weekdays, hours of the day and holidays, is vital for better planning of these systems.

Older literature works proposes frameworks for bus GPS data collection and
storage [Liying 2009, Liu et al. 2010], handling matters like how each bus will trans-
mit the data and how this data will be stored and made available to the public.
Recent works focus on how to use this now available data, but in general each
work focus in a specific problem, such as bus network state [Zhang et al. 2016],
bus position estimation [Adachi et al. 2015], travel time predictions [Mori et al. 2015,
Choudhary et al. 2016] and bus headway evolution [Yu et al. 2017]. These studies eval-
uate each aspect separately, despite the clear interactions between them, such as the
influence of headway evolution on travel time predictions. There are only a few ef-
forts in this direction of combining aspects of bus system analysis in a single frame-
work [Mazloumi et al. 2011]. Private companies (such as Google) have their own frame-
works for this type of data processing and they make some of their results available but in
a way which the data for further analysis is not openly available.

One way to improve this interaction is by providing an open framework for bus
data collection, analysis, and visualization, which contains a set of models, each con-
templating a specific aspect of the bus system. Such a system contain some lower level
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models, such as the graph representing the bus network and the estimation of the network
link states (congestion level), bus positions and bus headways. On top of these, higher
level predictions models, such as for travel time, bus headway evolution, and network
link state evolution, can be built. We expect these models to interact with each other to
generate combined analysis, estimations and predictions.

In this work we propose the architecture and a prototype implementation of this
framework, containing a network model of two hundred bus routes from Sao Paulo city,
an estimator for bus positions, and a travel time prediction models, which use historical
and real-time data on bus positions. The presented results focus on the processing time of
the models, since this is an important constraint for real-time processing and prediction.

2. Framework architecture

We propose a general framework for scalable and distributed processing of large amounts
of historical and real-time data from thousands of bus lines. This framework would be
useful for different applications, such as predicting bus travel times, evaluation of the
flow along the bus routes, and preventing the occurrence of bus bunching.

2.1. Models

The core framework concept are Models, which can represent: (i) different views of
the bus system state, pre-processed by some data analysis algorithm, such as estimated
bus position, estimated links states, estimated bus headways; or (ii) predictions of future
developments, such as travel time predictions in each link, evolution of link states, and
likelihood of bus bunching occurrences.

3. Implementation

3.1. Distributed Execution using Dask

For the framework implementation we used Python with Dask.distributed, a lightweight
library for distributed computing. This library consists of a centralized scheduler and
distributed workers which can communicate with each other.

Dask provides scalability by permitting the inclusion of more workers as de-
manded by the framework and supports complex workflows dependency graphs beyond
those of map/filter/reduce. The scheduler sends each task to a different worker which can
be running on one or more machines. Dask manages data transfer from the coordinator
process to each worker. Each model holds the data it generates in memory or persist it
in a database. One can include new models by writing new Dask tasks that perform the
required model computations and access data from other models.

3.2. Implemented Models

Here we present three implemented models, which we used as a prototype implementation
to test the framework architecture.

Bus Position Model: This model collects online real-time data, calculates the
distance traveled by each bus in its predetermined route, estimates the bus passing time at
the vertices of the graph model and finally estimates the Link Travel Time for each link
of the graph.
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Figure 1. Execution time for predicting the link states of 200 bus lines, using one machine
(20 workers). Figure (a) shows the online data retrieve and processing time; Figure (b)
shows the total processing time; Figure (c) shows the processing time of a single link state
prediction (first column), as well as the processing time of its internal steps.

Graph Model: This model transform general transit feed specification (GTFS)
files into a citywide graph containing all bus routes from a city. It defines the midpoints
between bus stops of a bus route as vertices and the paths between consecutive vertices as
links. The model first defines sub-graphs for individual bus routes and then concatenates
them into a citywide graph, identifying common links to multiple bus routes.

Link State Prediction Model: This model predicts future link states (i.e, the
travel time on each link) based on current state. The prediction Model uses Linear Re-
gression, Lasso, Ridge, Random Forest Regressor and Support Vector Regression. They
are trained on Historical data and evaluated with real-time data. Each call to this models
predicts to a single link of the graph model.

4. Experimental Setup

We performed an experimental evaluation over the implemented prototype. We measured
the execution time for the Bus Position Model, Link State Prediction Models and the total
processing time of both models. Graph Model was processed beforehand. We executed
these models 20 times using 200 Bus lines on a Monday in peak time (7:00AM-8:00AM).
The processing of each graph link on Link State Prediction Models was distributed over
20 Dask workers running in a single machine with 2 CPUs model Intel(R) Xeon(R) CPU
E5-2620v2@2.10GHz with 6 (12) physical (virtual) cores per CPU and 128GB of RAM.

5. Experimental Results

From the collected data, the Bus Position Model processing time variate between 6 and
7 seconds (Figure 1a). This is a reasonable time, since each access to the online API is
made in a minimum interval of 40 seconds. On the other hand, the total processing time
(online data collection, process and link state prediction) of 200 bus lines variate between



80 and 140 seconds (Figure 1b). This time must be reduced, since 200 bus lines is far
less than the total number of bus lines in Sao Paulo (around 2000 bus lines), which is the
processing goal.

Since the online data collection is at max 7 seconds, the slow processing time is
due to the Link State Prediction Model. Thus, we analyzed the total processing time of
each link as well as the internal processing time of different parts of the code, to identify
where the code is slower. From Figure 1c, we can see that each link is taking around
0.5 seconds on average to be processed (column Link Proc Time). From that, almost 0.4
seconds on average is due to the Link State Time step, which is an access to a database to
retrieve previous link states. Our goal now is to reduce this link prediction and total pro-
cessing time. One alternative is to change the database use by a memory structure, which
hopefully will allow faster retrieval of previous link states and reduced total processing
time.
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