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Abstract. Metadata consists of elements that describe specific data content.
When structured according to standards, metadata improves data interoperabil-
ity. In this context, it is understood that adopting metadata could contribute
to describing experiments in Software Engineering. Furthermore, the use of
tools can help in the management. Considering the context, this study includes
a Systematic Mapping to identify solutions for the computational processing of
metadata in SE experiments. Following the execution of the search strategy, a
total of 31 studies were reviewed. The mapping did not achieve satisfactory re-
sults. Consequently, a Non-Systematic Review was conducted. In this case, a set
of solutions were found.

1. Introduction
Metadata describes resources to facilitate retrieval and interoperability [Cristina 2010].
When metadata are structured according to a specific standard, they are referred to as
metadata standards [NISO 2017]. Experimental Software Engineering (ESE) employs
empirical methods to assess Software Engineering (SE) practices and collect related evi-
dence [Wohlin et al. 2012].

The experimental process encompasses scoping, planning, execution, analysis and
interpretation, and presentation and package [Wohlin et al. 2012]. The management of
artifacts generated from the execution of an experiment is not an easy task [Pfeiffer 2020].
A potential approach to collaborate with managing the generated artifacts could be using
metadata [Rocha et al. 2017]. Given this context, this study aims to explore solutions for
managing metadata from experiments in SE.

This study involved a Systematic Mapping (SM) and a Non-Systematic Review
(NSR). For the SM study, one protocol was established and implemented for the SM,
which aimed to explore the literature for solutions related to the computational process-
ing of metadata. During the SM, over 30 papers were analyzed. As a final result, no
one solution related was achieved. For the NSR, one kind of solution was considered. A
manual search was performed to identify existing metadata editors for registering experi-
mental metadata in SE. The Dublin Core (DC) metadata standard was selected to record
experimental metadata in these editors. This standard was analyzed in previous studies
[Santana et al. 2023b, Santana et al. 2023a, Santana et al. 2023c].

The subsequent sections provide a detailed account of the SM and NSR. Section
2 presents studies about metadata. Section 3 describes the objectives associated with this
study. Section 4 details the methodology applied and the results obtained in the SM.
Section 5 presents the methodology, results, and discussion obtained in the NSR. Section
6 describes the threats to the validity of these studies. Section 7 presents final remarks.



2. Research Studies about Metadata
Metadata provides information about data [Hong et al. 2010]. Metadata details
the content, format, purpose, and structure of data [Al-Khalifa and Davis 2006,
Colace et al. 2003]. Metadata is utilized in various areas and subfields of science
[Formenton et al. 2018], and its use can be considered essential for the performance of
a system [Cao et al. 2019].

In ESE, metadata represents a potential solution to help manage artifacts re-
lated to the experiments [Rocha et al. 2017]. When metadata is organized accord-
ing to standards, it improves interoperability across diverse platforms and interdisci-
plinary [Pöttker et al. 2018, Hayslett 2023]. Moreover, metadata standards assist in
the management of various types of resources, such as visual, auditory, textual, com-
putational, and educational resources, by facilitating their search, storage, and reuse
[Rehak and Mason 2003, Lorist and van der Meer 2001].

3. Objectives
Our research has general and specific objectives. The study aims to find a solution for the
computational processing of metadata associated with experiments in SE. The specific
objectives include:

• Investigating and evaluating existing solutions in the literature for the computa-
tional processing of metadata;

• Identifying and specifying key characteristics necessary for a solution useful to
the needs of SE experiments.

4. Systematic Mapping Research Methodology
The methodology adopted for the SM consists of defining research questions, search
strategies, research sources, search strings, selection criteria, and protocol evaluation.

4.1. Research Questions
After defining the study’s objectives, we established the following research questions:

• RQ1: What solutions were found for the computational metadata processing?
• RQ2: What are the characteristics of these solutions?

4.2. Search Process
An automated search strategy was defined for the research. The following databases
were utilized as sources for the literature review1: IEEE Xplore, ACM Digital Library,
SpringerLink, Scopus, and ScienceDirect. These databases are globally recognized in
Computer Science (CS) and SE.

4.3. Selection Process
In this study, the search string used incorporated the following expressions or terms:
”computer science” AND ”metadata processing”. These expressions were combined
using the logical operator ”AND”. Table 1 provides details of the search string applied
across the databases. Table 1 presents the search strings used in the ACM, Scopus, Sci-
enceDirect, SpringerLink, and IEEE databases. Initially, the SM considered the search for
solutions in CS, with the aim of analyzing which solutions could be applied or adapted in
SE

Due to the large number of retrieved papers, it was necessary to apply a few filters
across the databases as follows:

1Available databases: IEEE Xplore, ACM Digital Library, SpringerLink, Scopus, ScienceDirect.

https://ieeexplore.ieee.org/
https://dl.acm.org/
https://link.springer.com/
https://www.scopus.com/
https://www.sciencedirect.com/


Table 1. Search strings and results before and after applying filters in the biblio-
graphic databases.

Database Query Retrieved Papers Filtered Papers
ACM “computer science” AND “metadata processing” 41 19

Scopus “computer science” AND “metadata processing” 159 48
ScienceDirect “computer science” AND “metadata processing” 57 38
SpringerLink “computer science” AND “metadata processing” 277 49

IEEE “computer science” AND “metadata processing” 16 13

• SpringerLink: discipline: computer science; content type: article;
• ACM: content type: proceedings; document type: research article;
• Scopus: subject area: computer science and engineering; document type: article

language: English;
• ScienceDirect: article type: research articles; subject areas: computer science

and engineering;

4.4. Extraction Process
During the processes of reading, analyzing, and selecting relevant studies, different crite-
ria were applied to guide the inclusion and exclusion of the materials. The criteria used for
these decisions are outlined below. For inclusion, the following criteria were considered:
study that describes metadata processing.

For exclusion, the following criteria were considered: study not related to the
field of CS; study not related to the field of SE; study not related to metadata process-
ing; study not written in English; studies not published in conferences or journals;
duplicate studies; studies unavailable even after contacting the authors; secondary
studies.

4.5. Analysis Process
This subsection outlines the systematic approach used to evaluate the relevance of the
studies included in the research. Based on this approach, the protocol employed to evalu-
ate the relevance of the studies involves the following steps:

1. Review the study’s title
2. Read the study’s abstract
3. Examine the study’s keywords
4. Apply inclusion criteria. If any inclusion criterion is not met, the study should be

discarded.

4.6. Results and Discussion
After applying the inclusion and exclusion criteria, 167 studies were initially identified.
Subsequently, studies that contained the term ”metadata” in the title, keywords, or main
text were selected, resulting in a refined set of 31 studies. A subsequent analysis was per-
formed to identify and remove any duplicate articles. Following this, an in-depth exami-
nation of the remaining studies was conducted to identify solutions for the computational
processing of metadata. Table 2 provides an overview of the selected studies and their
proposed solutions for metadata management.

Table 2. Overview of Studies and Proposed Solutions for Metadata Management

Title Proposed Solution
A GPU-Accelerated In-Memory Metadata Management
Scheme for Large-Scale Parallel File Systems

Proposes a GPU-accelerated metadata management scheme for
large-scale parallel file systems.



Title Proposed Solution
A Reference Architecture for Organizing the Internal Structure
of Metadata-Based Frameworks

Introduces a pattern language and a reference architecture to
enhance the internal structure of metadata-based frameworks.

AdaM: An Adaptive Fine-Grained Scheme for Distributed
Metadata Management

Presents AdaM, an adaptive fine-grained metadata manage-
ment scheme utilizing deep reinforcement learning to address
the trade-offs associated with time-varying access patterns.

Adaptive Metadata Rebalance in Exascale File System Proposes a metadata rebalance model aimed at minimizing fail-
ures during the metadata rebalance period, validated through
cost analysis.

An Asynchronous Traversal Engine for Graph-Based Rich
Metadata Management

Suggests optimizations for an asynchronous traversal engine,
including traversal-affiliate caching and execution merging,
along with a general traversal language for describing patterns
in property graph-based metadata management.

An Effective Grouping Method for Unstructured Data Based on
Swift

Utilizes Swift with a grouping-based machine learning ap-
proach and prefetching cache strategy to enhance access per-
formance for unstructured data.

An Adaptive Metadata Management Scheme Based on Deep
Reinforcement Learning for Large-Scale Distributed File Sys-
tems

Proposes a self-adaptive metadata cache policy that dynami-
cally integrates server-side and client-side cache management
strategies, alongside a distributed metadata processing 2PC
protocol to ensure data consistency.

An Efficient Ring-Based Metadata Management Policy for
Large-Scale Distributed File Systems

Introduces the AngleCut hashing scheme to partition the meta-
data namespace tree, catering to large-scale distributed storage
systems.

Analytical Metadata Modeling for Next Generation BI Systems Proposes SM4AM, an RDF-based semantic metamodel for
metadata management, advocating ontological metamodeling
as the appropriate solution for the heterogeneity of data models
in BI 2.0.

ARCE: Towards Code Pointer Integrity on Embedded Proces-
sors Using Architecture-Assisted Run-Time Metadata Manage-
ment

Describes ARCE, a solution based on a shallow 3-stage
pipeline processor, demonstrating its effectiveness against code
pointer attack vectors.

Effective Metadata Management in Exascale File System Proposes a high-performance metadata management model and
system designed to overcome existing limitations in exascale
file systems.

Efficient Processing of Secured XML Metadata Develops an approach to enable efficient searching of en-
crypted XML metadata.

Efficient TVA Metadata Encoding for Mobile and Ubiquitous
Content Services

Proposes a new TVA metadata encoding scheme, optimized for
mobile and ubiquitous devices, based on Efficient XML Inter-
change (EXI).

GraphTrek: Asynchronous Graph Traversal for Property
Graph-Based Metadata Management

Introduces GraphTrek, a general asynchronous graph traversal
engine designed for processing rich metadata management in
native graph databases.

Metadata Distribution and Consistency Techniques for Large-
Scale Cluster File Systems

Presents the Dynamic Dir-Grain (DDG) metadata distribu-
tion policy, balancing namespace locality and load distribution
through dynamic partitioning.

Mlock: Building Delegable Metadata Service for the Parallel
File Systems

Proposes a delegable metadata service (DMS) to reduce latency
in metadata accesses and optimize performance for small files.

Optimal Metadata Replications and Request Balancing Strat-
egy on Cloud Data Centers

Proposes strategies for metadata replication and load balancing
to minimize mean response time in cloud data centers.

Prefetching-Based Metadata Management in Advanced Multi-
tenant Hadoop

Proposes a prefetching-based approach to improve metadata
management performance in a multitenant Hadoop environ-
ment.

Taking Advantage of Metadata Semantics: The Case of
Learning-Object-Based Lesson Graphs

Suggests leveraging lesson graph semantics through a con-
text diffusion approach to propagate metadata-based processes
along the graph edges.

Text Mining Using Metadata for Generation of Side Informa-
tion

Proposes a clustering approach for text data with side infor-
mation, utilizing pattern discovery techniques and both unsu-
pervised and supervised learning to enhance clustering quality
based on text metadata and side information.

Table 2 presents the selected studies regarding their titles and the proposed so-
lution for metadata processing. Nine studies did not present any solutions for metadata
processing and were therefore discarded from the analysis.

Given that the solutions in the reviewed studies do not directly the objectives of
this study, we conducted a new, non-systematic review of existing metadata editors to
effectively address the gaps identified in the literature.

5. Non-Systematic Review Research Methodology
Due to time constraints, a full systematic review was not feasible, so we conducted an
NSR to explore metadata editors (one kind of solution) for SE experiments using the DC
standard. Unlike the SM, the NSR search lacked a defined protocol and was limited to the



first four pages of Google, using the terms ”metadata editor” and ”Dublin Core editor.”
We categorized the identified tools into two groups: those supporting DC and document
editors.

5.1. Results
Following the results from the search for metadata editors, a more detailed evaluation
was undertaken. This assessment focused on the features offered by each editor, with a
ranking based on the number of supported features. Editors that did not support DC were
excluded from this evaluation. The features of DC editors are detailed in Table 3.

Table 3. Comparison of metadata editors and their features

Feature Dublin Core
Generator

DC-dot GeoNetwork DC-Template Omeka

Supports DC Yes Yes Yes Yes Yes
Simple Generator Yes Yes No Yes Yes
Advanced Generator Yes No Yes No Yes
XML Output Yes Yes Yes Yes Yes
XHTML Output Yes Yes No No No
HTML Output Yes Yes No Yes No
XMP Output No No No No No
ZIP Output No No Yes No No
PDF Output No No Yes No Yes
CSV Output No No Yes No Yes
XLSX Output No No No No Yes
RDF Output No Yes No Yes Yes
Insert File No No Yes No Yes
Metadata File Output No No Yes No Yes
Automatic Metadata Reading No Yes Yes No Yes
API No No Yes No Yes
Web Editor Yes Yes No Yes No
Download Required No No Yes No Yes
Open Source Yes Yes Yes No No
GitHub/Documentation Yes Yes Yes No Yes

Initially, a quantitative analysis was conducted to enumerate the features of each
metadata editor. Following this assessment, a more detailed analysis was performed,
focusing on their effectiveness in managing metadata, as well as their advantages, dis-
advantages, and ease of use. Based on these evaluations, the three editors selected for
detailed assessment were DC Generator2, GeoNetwork3, and Omeka4

Subsequently, we conducted manual tests on these editors to assess their simplic-
ity. The testing process involved downloading the editors, if necessary, configuring them,
registering metadata for a series of SE experiments, and evaluating the outputs of each
editor. Based on these tests, the editors were ranked in terms of simplicity. The DC
Generator emerged as the simplest, followed by Omeka and GeoNetwork.

Following this classification, we decided to work with DC Generator. We started
an additional technical analysis and an evaluation of the editor, based on the Software
Product Quality Model, SquaRE – ISO/IEC 25010:2011 [ISO 2011, Wazlawick 2013].
The evaluation of DC Generator focused on Functional Suitability, Reliability, Usabil-
ity, and Performance Efficiency. This evaluation is in course by researchers with expe-
rience in ESE. Figure 1 illustrates the simple Dublin Core Generator interface.

5.2. Discussion of Results
Following the SM and NSR, we identified several tools that met the criteria for further
investigation. Among these, DC Generator, GeoNetwork, and Omeka were selected for a
more detailed assessment due to their feature sets and relevance to metadata management.

2https://nsteffel.github.io/dublin_core_generator/generator_nq.html
3https://geonetwork-opensource.org/downloads.html
4https://www.omeka.net

https://nsteffel.github.io/dublin_core_generator/generator_nq.html
https://geonetwork-opensource.org/downloads.html
https://www.omeka.net


Figure 1. Dublin Core Generator



In terms of usability, GeoNetwork proved to be the most challenging due to the
requirement of installing an Apache or Jetty server. Omeka necessitates creating an ac-
count on the website and setting up a collection before editing metadata. Additionally,
it imposes restrictions related to the website and 500 MB of storage. In contrast, DC
Generator does not require downloads or account creation, making it the simplest editor.
However, it has the drawback of needing to manually copy the generated output to a blank
XML/HTML/XHTML5 file, as the save button is non-functional.

Despite this inconvenience, DC Generator was the quickest to manipulate among
the three editors. Given the complexity of using GeoNetwork (and its high computational
resource consumption) and the account creation requirement for Omeka, we opted to
proceed with the DC Generator editor. This choice was made as the prerequisites for the
other editors could potentially deter researchers from utilizing them.

6. Threats to Validity
During the execution of the studies, especially the SM, the following threats to validity
can be identified [Ampatzoglou et al. 2019].

6.1. Systematic Mapping

This study has taken into account and addressed the following categories of threats:

• Selection Validity: encompasses threats that could undermine studies’ search
and evaluation process. Notable threats include the selection of databases and
the formulation of search strings. By focusing on databases relevant to CS and
conducting iterative searches, the study tried to reduce the risk of selection bias
[Nakagawa et al. 2017], and multiple tests were conducted using the established
search strings to ensure comprehensiveness.

• Data Validity: involves threats associated with data extraction and analysis. Ex-
amples include errors during data collection and discrepancies in publication. The
methodology for addressing data validity is sound, as it incorporates multiple as-
sessments by different authors to verify the accuracy of the data. This approach
enhances the reliability of the data and reduces the potential for individual biases
or errors.

• Research Validity: addresses threats related to the overall research design, such
as the generalizability of results and the adequacy of research coverage. To min-
imize these issues, the study adhered to established protocols for SM as outlined
in the literature [Kitchenham et al. 2007]; [Petersen et al. 2008].

6.2. Non-Systematic Review

The NSR approach introduced threats to validity. Firstly, the manual search could have
provided only a partial view of available metadata editors. Relevant editors may have been
excluded if they did not appear on the initial pages of Google search results. This limi-
tation is particularly significant because it implies that some potentially valuable editors
were overlooked due to the Google search engine ranking.

7. Final Remarks
This study presented two investigations to identify metadata editors to register metadata
in experiments in SE. Initially, one SM was conducted. In the final, 31 studies were

5More information available at: https://nsteffel.github.io/dublin_core_
generator/index.html

https://nsteffel.github.io/dublin_core_generator/index.html
https://nsteffel.github.io/dublin_core_generator/index.html


evaluated, of which 21 studies were selected; however, they proved unsatisfactory. Sub-
sequently, one NSR was conducted to identify existing metadata editors available on the
web that could be adapted for our research. Fortunately, we obtained promising results
and have been working with them.

The NSR conducted for metadata editors was useful for initial exploration but
had inherent limitations that were not minimized in enough way. Future reviews should
employ a systematic approach to mitigate these threats and ensure a more comprehensive
assessment of available metadata editors.

A survey with software engineering researchers is underway to evaluate the se-
lected editor. We believe that this study has the potential to produce benefits, such as
providing a more comprehensive description of datasets generated or reused in SE experi-
ments, facilitating better conditions for reusing this data across various tools and projects,
and simplifying the processes of repeating, replicating, or reproducing experiments con-
ducted in SE. It also holds relevance for research investigating the application of metadata
standards, such as DC, in ESE.
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