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Abstract. Security in containerized environments is essential for a consistent
and stable application. Vulnerabilities, unauthorized access, code injection,
and information theft can lead to complete service unavailability. Therefore,
this study proposes a proactive approach based on action research and a
practical case study. The methodology was applied to the implementation of a
Docker Swarm solution at a Higher Education Institution (HEI), focusing on
resource optimization and security. The solution included network
segmentation, privilege limitation with access only allowed via SSH with RSA
key registration, and the integration of Wazuh as an Host-based Intrusion
Detection System (HIDS). In addition, the adoption of continuous container
update practices based on CVE queries. The results demonstrated that the
solution was effective in monitoring traffic and automatically responding to
attacks, as observed in a shell shock test. Therefore, the combination of Docker
Swarm with security tools such as Wazuh creates a robust and scalable
environment, efficiently protecting applications and data.

Resumo. A seguranga em ambientes conteinerizados é essencial para se ter
uma aplicacdo consistente e estdvel. Vulnerabilidades, acessos ndo
autorizados, injecdo de codigo e roubo de informagées podem levar a
indisponibilidade completa do servico. Diante disso, este estudo propoe uma
abordagem proativa baseada em pesquisa-acdo e um estudo de caso prdtico. A
metodologia foi aplicada na implementacdo de uma solu¢cdo com Docker
Swarm em uma Institui¢do de Ensino Superior (IES), com foco na otimizagdo
de recursos e seguranca. A solucdo incluiu a segmentacdo de redes, a
limitagcdo de privilégios com acesso permitido apenas via SSH com cadastro
de chaves RSA e a integracdo do Wazuh como Sistema de Detec¢do de
Intrusdo baseado em Host (HIDS), além da adogdo de prdticas de atualizacdo
continua dos containers, com base em consultas de CVEs. Os resultados
demonstraram que a solucdo foi eficaz em monitorar o trdfego e responder
automaticamente a ataques, como observado em um teste de "shell shock". E,
portanto, a combinag¢do do Docker Swarm com ferramentas de seguranca
como o Wazuh cria um ambiente robusto e escaldvel, protegendo aplicacoes e
dados de forma eficiente.

1. Introducao

O periodo de convergéncia tecnolégica da atual sociedade tem forcado
organizacdes a estarem mais dependentes da informacdo. Diante deste cendrio, é
possivel afirmar que a informag@o pode ser considerada como um dos maiores bens das
organizacdes [Aramuni e Maia 2020].

A computacdo em nuvem tem ganhado cada vez mais destaque. A industria de
tecnologia desenvolveu diversas tecnologias de virtualizacio que permitem que
multiplas aplicacdes rodem no mesmo hardware fisico, organizando aplica¢des usando



Miquinas Virtuais (VMs). Entretanto, as VMs apresentam algumas desvantagens: sdao
grandes, podem ter desempenho instavel ao executar varias instincias, levam tempo para
inicializar e ndo resolvem problemas como gerenciamento, atualizagdes de software e
integracdo/entrega continuas. A partir disto, surgiu a conteinerizagdo, uma nova
abordagem que oferece virtualizagdo no nivel do Sistema Operacional (SO) [Potdar et
al. 2020].

Diferentemente da virtualizagdo tradicional, que atua no nivel do hardware, a
conteinerizagdo utiliza o SO do hospedeiro, compartilhando bibliotecas e recursos
relevantes. Isso a torna mais eficiente, pois elimina a necessidade de um sistema
operacional para cada aplicacdo. As aplicagdes e suas dependéncias sdo empacotadas
em container, que sdo executados rapidamente no kernel do SO do hospedeiro, em um
espaco isolado [Potdar et al. 2020]. A plataforma Docker € fundamental para a criagdo e
execucdo desses container, garantindo que o ambiente suporte qualquer aplicagcdo
relacionada [Docker 2025].

Os container facilitam a implantacdo rdpida de aplicativos, mas também
facilitam a exploracdo de vulnerabilidades por invasores. Junto a isso, problemas de
seguranca surgem e € crucial que as organizacdoes compreendam e lidem com as
ameacas de seguranca. Aplicativos de soffware sdo suscetiveis a vérios tipos de
vulnerabilidades, incluindo bugs de software conhecidos e desconhecidos, injecdo de
codigo malicioso e acesso ndo autorizado. Para mitigar o risco de vulnerabilidades em
aplicativos, as organizagdes devem seguir praticas de codificacdo seguras, aplicar
patches de software prontamente e usar ferramentas de seguranca para verificar
vulnerabilidades em aplicativos [Arasu 2023].

Este trabalho tem como objetivo apresentar as principais técnicas e tecnologias
utilizadas para implementacdo de container em uma organizacao visando a seguranga da
informacdo sobre as aplicacoes neste hospedadas, pensando principalmente em
confidencialidade, integridade e disponibilidade. Implementacdo de solucdes de
seguranca proativas, controle de acesso dos desenvolvedores e escalabilidade das
aplicacdes sdo os principais topicos abordados.

2. Trabalhos relacionados

Uma visdo geral abrangente dos desafios e solucdes unicas inerentes a um
ambiente de microsservigos distribuidos sdo oriundas de revisdes sistematicas da
literatura e alguns estudos pesquisaram trabalhos relacionados a aspectos de seguranca
de sistemas baseados em microsservicos.

Protecdo de microsservigos é um tépico que vem tomando forma e importancia,
se espalhando entre as organizacdes, com isso € possivel classificar e identificar sinais
que podem ser um problema no ambito de seguranca da informagao [Ponce et al. 2022].
Pensando principalmente nos desenvolvedores, € possivel observar ameacas conhecidas
em microsservigos, com isso, esses profissionais podem detectar, mitigar e prevenir as
ameacas de seguranca oriundas de microsservigos, seguindo alguns procedimentos
definidos pela criagdo de um guia [Hannousse e Yahiouche 2021].

A seguranca da infraestrutura subjacente € uma grande preocupacdo, levantando
ameacas e estratégias de mitigacdo relacionadas a ambientes com container e
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plataformas de orquestracio [Pahl 2018]. Além das preocupacdes mencionadas,
importante observar também que, em caso de algum ataque ou falha de seguranca, é
como se recuperar deles [Pereira-Vale et al. 2019].

A seguranca de APIs (Application Programming Interface), sendo um dos
principais canais de comunicagdo nas aplicacdes, também € amplamente abordada na
literatura, com pesquisas gerais fornecendo uma visao geral das estratégias para proteger
essas interfaces [Kothapalli 2021]. O campo evoluiu para adotar padrdes arquitetonicos
e melhores préticas que integram a seguranca ao ciclo de vida do desenvolvimento. O
modelo DevSecOps (Development, Security, Operations), que incorpora seguran¢a em
pipelines de integracdo e entrega continuas, ¢ um pilar da seguranca moderna de
microsservicos. Fornecer diretrizes cruciais para proteger esses processos continuos e
adotar modelos como zero trust trazem grandes beneficios a seguranca [Chandramouli
2019].

Os trabalhos relacionados mostram que a seguranca da informac¢do em
microsservicos vem evoluindo a medida que as aplicacdes tornam-se cada vez mais
complexas e a medida que as organizacdes vém adotando essa tecnologia. Sendo assim,
este trabalho visa trazer topicos, procedimentos, politicas e ferramentas utilizadas para
uma maior seguranca, tanto em acesso aos container quanto nas aplica¢des em si. Estes
foram aplicados em uma organizacio real para utilizacdo de aplicacdes de sistema de
gestao educacional.

3. Metodologia

Esta pesquisa € verificada por meio de um estudo de caso, de natureza aplicada.
Dessa forma, a questdo de pesquisa é abordada por meio da metodologia de
pesquisa-acdo. A Figura 1 ilustra as etapas para aplicagdo da metodologia deste estudo.
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Figura 1. Etapas da metodologia.

Inicialmente, na etapa 1 a organizacao identificou a necessidade de ampliacdo na
estrutura das aplicacdes, porém com a necessidade de otimizar recursos de hardware e
software, buscando alternativas para novos servigos e solucdes para os clientes. Na
sequéncia, a etapa 2 trata da pesquisa de solucdes de implementacao de microsservigos,
sendo possivel otimizar recursos de bibliotecas, por exemplo, para implementacido de
vérias aplicagdes no mesmo servidor, com a possibilidade de escalabilidade.



A etapa 3 ja elucida a implementacdo de uma aplicagdo dentro da stack do
Docker Swarm, a fim de identificar lacunas e testar a solu¢do nesta nova arquitetura. E
na etapa 4, serdo abordadas as politicas de seguranca da informagdo e infraestrutura.

4. Identificacao da necessidade e estudos de container

Solucdes e tecnologias que utilizam arquitetura de soffware monolitica,
pensando principalmente em escalabilidade, tornam-se alternativas engessadas com
necessidade de upgrades de hardware para acompanhar o crescimento € expansao na
utilizacdo das ferramentas.

Nesse cendrio, a Instituicdo de Ensino Superior (IES) passou a investigar
alternativas mais flexiveis e escaldveis que pudessem servir as solugdes, principalmente
web, com grande volume de conexdes simultineas, assim como permitir a portabilidade
para ambientes de nuvem, aumentando a resiliéncia e independéncia sobre a
infraestrutura fisica atual.

De fato a IES possuia poucos microsservicos em instancias nao clusterizadas do
Docker mas sem efetividade na adocdo da tecnologia, entdo, a partir disso o préximo
passo foi estudar mais sobre a solucdo com Docker Swarm, criando um cluster
especifico adicionando a ele o proxy reverso.

4.1. Container e Docker Compose

Diferentes paradigmas arquitetonicos vém sendo investigados visando acelerar
os processos e reduzir os custos relacionados ao desenvolvimento e a implantacdo de
aplicacdes em ambientes de computagdo em nuvem. A emergente virtualizacao baseada
em container, em particular o Docker, tem se consolidado como uma alternativa
promissora para essas solugdes. Essa abordagem permite que os container
compartilhem ndo apenas os recursos fisicos, mas também o sistema operacional e suas
bibliotecas de suporte [Wan et al. 2018].

O Docker Compose é uma ferramenta que permite orquestrar multiplos
container de forma declarativa, por meio da definicio de suas configuracOes e
propriedades de execuc¢do em um arquivo. Cada container € tratado como um “servigo”,
entendido como uma unidade que interage com outros containers € que possul
propriedades de execucdo. Essa ferramenta simplifica a implantacdo das aplicacdes,
possibilitando, com um unico comando, criar e iniciar todos os servigos de sua
configuracdo. [Turnbull 2016].

Dentro da arquitetura de microsservigos, cada componente é executado de forma
independente e pode ser substituido ou atualizado sem impactar diretamente os demais.
O advento da arquitetura de container e microsservigos oferece a possibilidade de
melhorar a escalabilidade e a elasticidade do desenvolvimento de aplicacdes [Wan et al.
2018].

5. Instalacao de aplicacoes em containers

A partir de pesquisas e do conhecimento pfevio da equipe, a IES decidiu adotar
o Docker Swarm para os novos projetos, devido a sua escalabilidade, facilidade de
aprendizado e a simplicidade de instalagdo e manutencao.



Foram migrados alguns projetos, que operavam como monolitos ou em
container avulsos para este novo ambiente. Além disso, um projeto com escopo mais
amplo foi implementado em microsservigcos, com foco na resolu¢do de um problema em
especifico de uma aplicacdo web. A implementacdo desta solucdo trouxe diversos
beneficios, sendo o principal, a resolucdo do problema enfrentado, permitindo assim,
trabalhar de forma escaldvel com varias réplicas, sem a necessidade de modificacdes
significativas.

6. Seguranca em containers

ApOs a implementacdo da nova solugdo, levantou-se a seguinte questdo. Como
inspecionar o trafego passante aos containers? E neste ponto, surge a possibilidade de
utilizar a ferramenta Wazuh, que ja era utilizada para logs de eventos de seguranca.

E assim, foram adaptados alguns procedimentos que eram utilizados no modelo
monolitico para o contexto dos container, garantindo maior seguranga neste ambiente.

6.1. Segmentacio, isolamento da rede e controle de acesso

Para prevenir a expansdo lateral de ataques, cada container opera em sua propria
rede isolada. Portas internas de servicos, como bancos de dados, ndo sdo expostas,
reduzindo assim drasticamente o risco de acesso nao autorizado ao host. Além disso,
todo o trafego externo destinado aos container em produgdo € inspecionado por um
proxy reverso com Wazuh e um firewall de camada de aplicagdo, garantindo uma
barreira de protecdo robusta.

A seguranca do container é garantida pelo seu isolamento. E fundamental que
um container seja isolado do sistema hospedeiro e das outras aplicagdes para evitar
ataques. Por exemplo, um atacante nio deve conseguir executar comandos que afetem o
sistema principal. Para evitar isso, os containers nao devem ter permissdes de
administrador, o que restringe significativamente as oportunidades de ataque. Cada
contéiner funciona com sua prépria rede isolada, o que significa que cada um tem seu
proprio enderego IP (Internet Protocol) [Jensen e Miers 2020].

Para criacdo de novos containers, apenas imagens criadas pela equipe ou de
projetos amplamente reconhecidos sd@o implementadas e configuradas com privilégios
minimos (rootless). Ao gerar um novo container, a imagem “minimal” é utilizada, na
sequéncia sdo instalados apenas os pacotes necessdrios para utilizacdo da aplicacdo.
Essa prética reduz a superficie de ataque e garante que os container rodem apenas o
essencial para a aplicacdo. Todas as imagens sio gravadas em registro privado.

Para acesso restrito e controlado, estes foram limitados apenas aos hosts de
producdo, permitindo acesso apenas via SSH (Secure Shell) com chaves RSA
(Rivest-Shamir-Adleman) dos desenvolvedores. Além disso, o deploy de projetos em
ambientes de producdo foi feito exclusivamente por meio da solucdo GitLab, garantindo
que as mesmas politicas de seguranga e acesso “sudo” sejam aplicadas.

A implementacdo do proxy reverso em um container com Nginx dentro do
cluster de Swarm, que recebe requisi¢oes de clientes e repassa para 0s servigos internos
que ndo tem comunicagdo direta com a internet, traz mais seguranca para o aplicativo
hospedado.



6.2. Integracao com ferramentas de HIDS

Pensando na otimizag¢do e automatizacio do monitoramento do ambiente, a
integracdo de uma ferramenta de HIDS (Host-based Intrusion Detection System) foi
implementada intitulada Wazuh. Com a utilizacdo desta ferramenta € possivel exportar
os logs dos containers para o host, o que permite que a ferramenta inspecione os logs
em tempo real e tome acdes de resposta automatica a possiveis ameacas.

Ao implementar a ferramenta Wazuh nos hosts de um Cluster Swarm € possivel
tomar agdes sobre os acessos a determinados servigos que trafegam através de um proxy
reverso, de forma a inspecionar e bloquear conexdes maliciosas e/ou suspeitas, gerar
alertas e historico de tentativas de acesso sobre um determinado conteudo exposto.

A estratégia teve como base um cluster de Swarm com proxy reverso usando
Nginx com a imagem da comunidade e pequenas alteracdes. O Docker Swarm € uma
solucdo nativa do Docker, com isso, a ferramenta expde a API padrdo da plataforma
sobre o cluster, possibilitando que as aplicacdes e ferramentas interajam com o
ambiente como se fosse uma unica instancia Docker, viabilizando o balanceamento de
carga e a alta disponibilidade das aplicacdes conteinerizadas. [Turnbull 2016].

No docker compose foram externados os logs do Nginx para uma particdo do
host hospedeiro ao qual existe a ferramenta do Wazuh instalada, conforme demonstra o
codigo de configuracdo YML na Figura 2.

Eervices:
proxy:
image: marsella.unochapeco.edu.br:5000/reverse-proxy
ports:
- target: 80
published: 860
protocol: tcp
mode: host
target: 443
published: 443
protocol: tcp
mode: host
environment:
- TZ=America/Sao_Paulo
volumes:
- /var/log/nginx/:/var/log/nginx/

Figura 2. Compose YML do container no Nginx

Com estas exportagdo, os logs de “access.log” e “error.log” sdo visiveis no host
da aplicag@o e podem ser inspecionados pela ferramenta. Com isso, € possivel ter uma
visibilidade de todo trafego passante pelo proxy reverso bem como das demais
aplicagdes que usam o proxy como rota para seus containers. A Figura 3 apresenta o
dashboard com os eventos da ferramenta Wazuh.
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Figura 3. Tela de eventos do Wazuh

A ferramenta Wazuh classifica os eventos em 15 niveis, sendo o nivel 1 como
nivel de notificacdo baixo de seguranca e o 15 como nivel severo. Na Figura 4 ¢é
apresentado um exemplo do “erro 4007, sendo que a ferramenta elencou o evento como
nivel 10 para um acesso retornando este erro. Neste caso ndo tomou nenhuma agdo,
apenas alertando sobre o evento, sendo esse um problema conhecido na aplicacgao.

3
8
timestamp per 30 minutes
410,691 hits ©
Sep 27,2025 @ 10:59:38.311 - Sep 28, 2025 @ 10:59:38.311
@ Export Formatted o 853 avalable fields ® = Columns B Density & 1fields sorted Full screen
<V timestamp agent.name v rule.deseription v rule.level v

[ Sep 28,2025 @ 10:59:30.9... sw-master03-dev Auditd: Device enables promiscuous mode. 10
[  Sep 28,2025 @ 10:59:30.8... sw-master03-dev Auditd: Device enables promiscuous mode. 10
@ Sep 28,2025 @ 10:59:30.8... sw-master03-dev Auditd: Device enables promiscuous mode. 10
[@  Sep 28,2025 @ 10:59:20.2... sw-master03-dev Auditd: Device enables promiscuous mode. 10

Figura 4. Tela de eventos em detalhes do Wazuh

For¢ando um comportamento malicioso para elucidar o tratamento feito pela
ferramenta, gerando um ataque de shell shock por meio de uma esta¢do de forma remota
em com o [P 177.131.124.254. Na Figura 6 € possivel verificar que a primeira tentativa
chegou ao destino e obteve uma resposta do host, nao foi efetiva pois o host ndo esta
vulnerdvel a este tipo de ataque, entretanto ajuda a visualizar o funcionamento da
protecdo. Ja a segunda tentativa apresentada, também apresentada na Figura 5, resultou
em timeout, pois o bloqueio ja foi executado pela acao do software.

:~$ sudo curl -A “() { :;}; echo Content-Type: text/html; echo; /bin/cat /etc/passwd;"
<html>
<head><title>301 Moved Permanently</title></head>
<body>
<center><h1>301 Moved Permanently</hl></center>
<hr><center>nginx</center>

:~$ sudo curl -A "() { :;}; echo Content-Type: text/html; echo; /bin/cat /etc/passwd;"

curl: (28) Failed tﬁ connect to - port 443 after 300649 ms: Timeout was reached
Ho §

Figura 5. Executando um ataque Shell Shock contra o cluster



Um ataque de shell shock é um ataque que busca obter informacdes do SO
(Sistema Operacional) por meio de um ataque “HTTPS”, caso este esteja vulneravel,
neste caso, buscava-se pelo arquivo “passwd” contendo os usudrio do sistema onde a
aplicacao estava hospedada.

Para essa simulacdo, a equipe recebe e-mails de notificacOes e neste caso em
especifico, uma notificacdo de nivel 15 foi indicada, ao qual estd configurado para tomar
acodes no host de destino. Na ferramenta Wazuh também € possivel visualizar o alerta
gerado, sendo que a conexao foi interceptada, conforme representa a Figura 6.

t cluster.node manager

t data.id 3e1

t data.protocel GET

t data.srcip 177.131.124.254

t data.url

t decoder.name web-accesslog

t full_log 177.131.124.254 - - [27/5ep/2025:21:44:50 -8388] "GET / HTTP/1.1" 3
818 "-" "() { :; }; /bin/bash -c \x22(wget -q0- http://74.194.19

1.52/rondo.qre.sh||busybox wget -gO- http://74.194.191.52/rondo.gr
e.sh||curl -s http://74.194.191.52/rondo.qre.sh) | sh\x22& #Mozill
a/5.8 (makenoise@tutanota.de)"”

t id 1759028292 .186823817

t input.type log

t location /var/leg/nginx/access.log
t manager.name wazuh.master

t rule.description Shellshock attack detected

Figura 6. Tela com detalhes do incidente no Wazuh

A Figura 7 apresenta a regra criada para essa a¢do, bloqueando qualquer acesso
por 3600 segundos.

<active-response>

<!-- Firewall Drop response. Block the IP for
- 3600 seconds on the firewall (iptables,
- ipfilter, etc).

-->

<command>firewall-drop</command>

Figura 7. Configuracao de acao no agente

Além destas ferramentas, a verificacdo periddica das falhas de seguranca dos
containers é fundamental. A busca em portais de seguranca da informacgdo, a fim de
localizar CVEs (Common Vulnerabilities and Exposures), € um procedimento
importante para encontrar problemas e vulnerabilidades conhecidas na comunidade,
para em seguida, aplicar os patches de seguranga no ambiente.



7. Conclusao

Este trabalho teve como objetivo principal apresentar técnicas e tecnologias para
a 1implementacdo segura de container em uma organizacdo, com foco na
confidencialidade, integridade e disponibilidade das aplica¢cdes hospedadas. Por meio de
um estudo de caso préatico em ambiente de produgdo na IES, demonstrou-se como a
ado¢do de tecnologias de conteinerizacdo, como o Docker Swarm, pode otimizar
recursos € aumentar a escalabilidade, ao mesmo tempo em que politicas de seguranga
proativas sdo aplicadas para mitigar riscos.

A metodologia de pesquisa-acdo permitiu a identificacdo de lacunas de
seguranca na migracdo de aplicagdes monoliticas para a arquitetura de microsservigos.
Em resposta, implementou-se uma solucdo robusta que integra segmentacido de rede,
controle de acesso restrito e a ferramenta Wazuh como um HIDS. A segmentacdo de
rede, combinada com a utilizacdo de um proxy reverso e a execucao de container com
privilégios minimos, demonstrou ser eficaz na reducdo da superficie de ataque e na
prevencao de movimentos laterais.

A integracio do Wazuh, em particular, provou ser um diferencial para a
seguranca do ambiente. Ao exportar logs de acesso do proxy reverso, a ferramenta
possibilitou 0 monitoramento em tempo real do trafego, a deteccdo de comportamentos
maliciosos e a tomada de acOes automadticas de resposta, como o bloqueio de IPs de
origem de ataques. O teste de shell shock simulado evidenciou a capacidade do sistema
em detectar e neutralizar tentativas de intrusdo, garantindo a resiliéncia do ambiente.

Além disso, a definicdo de politicas de atualizacdo e continuidade da solucdo é
um fator importante para o bom funcionamento das aplicacdes.
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