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Abstract. This work presents a Retrieval-Augmented Generation (RAG)-based
system applied to public security at the Brazil-Bolivia border. The architecture
integrates lexical search (BM25) and semantic search (embeddings) in a
hybrid model, combining high precision for exact queries with the ability to
detect complex behavioral patterns. The system employs reranking and
language models to generate operational reports, providing real-time
analytical support. Experiments achieved up to 100% accuracy on specific
queries and 95% on complex ones. The solution shows potential to accelerate
investigations, correlate incidents, and enhance decision-making in border
security operations.

Resumo. Este trabalho apresenta um sistema baseado em Geracéo
Aumentada por Recuperacdo (RAG) aplicado ao contexto da seguranca
publica na fronteira Brasil-Bolivia. A arquitetura integra busca Iéxica (BM25)
e semantica (embeddings) em um modelo hibrido, combinando precisdo em
consultas exatas com a capacidade de identificar padrGes comportamentais
complexos. O sistema utiliza reranking e geracao de relatérios operacionais
com modelos de linguagem, oferecendo suporte analitico em tempo real. Os
experimentos mostram precisao de até 100% em queries especificas e 95% em
consultas complexas. A solucdo demonstra potencial para acelerar
investigacgdes, correlacionar ocorréncias e otimizar a tomada de decisdo em
operagdes de fronteira.

1. Introducéo

A regido de fronteira de Mato Grosso com a Bolivia, especialmente o municipio de
Pontes e Lacerda, configura-se como uma zona estratégica mas desafiadora do ponto de
vista da seguranca publica. Segundo dados do Grupo Especial de Seguranca na
Fronteira (GEFRON), a regido registra elevados indices de trafico de entorpecentes,
contrabando, roubo de veiculos e atuacdo de organizagfes criminosas transnacionais
conforme destaca o trabalho de Da Luz (2024). A extensdo territorial, as estradas



vicinais que facilitam rotas alternativas e a proximidade com a Bolivia tornam o
trabalho das forcas de seguranca complexo e exigem solucdes tecnoldgicas inovadoras.

Um dos principais desafios enfrentados pelas autoridades policiais é o
processamento do crescente volume de Boletins de Ocorréncia (BOs). A identificacdo
de padrdes criminais, modus operandi de organizacdes e conexdes entre diferentes
ocorréncias depende de analise manual extensiva, consumindo tempo e recursos
especializados. A busca por informacdes especificas em grandes bases textuais atraves
de sistemas convencionais de palavras-chave frequentemente resulta em baixa precisdo
ou recall insuficiente.

Neste contexto, sistemas baseados em Inteligéncia Artificial (I1A) e
Processamento de Linguagem Natural (PLN) sdo ferramentas promissoras. Em
particular, a abordagem de Retrieval-Augmented Generation (RAG) demonstra
resultados superiores em recuperacdo de informacdo em dominios especializados
(LEWIS et al., 2020). RAG combina técnicas de recuperacdo de documentos com
modelos de linguagem generativos, permitindo respostas automatizadas a perguntas
complexas com base em grandes volumes de dados textuais.

Este trabalho propde um sistema RAG hibrido especificamente adaptado para
seguranca publica na fronteira MT-Bolivia. Combina busca Iéxica tradicional (BM25),
busca seméantica baseada em embeddings vetoriais e técnicas de reranking com modelos
de linguagem. O objetivo é comparar sistematicamente quatro abordagens de
recuperacdo: (1) apenas BM25, (2) apenas busca vetorial, (3) hibrida (BM25 + vetorial)
e (4) hibrida com reranking. Os experimentos utilizam dataset contextualizado de
boletins de ocorréncia da regido e queries estratégicas que refletem necessidades reais
de analistas de inteligéncia policial.

A contribuicdo principal deste trabalho é a demonstracdo empirica de como
diferentes estratégias de recuperacdo de informacdo (Iéxica, semantica e hibrida) se
comportam em cenarios operacionais reais de inteligéncia policial na fronteira,
fornecendo diretrizes praticas para escolha da abordagem mais adequada conforme o
tipo de consulta e os requisitos de tempo de resposta.

Como contribuicBes secundarias: (i) sistema RAG completo para seguranca na
fronteira; (ii) dataset contextualizado baseado em padrdes do GEFRON; (iii) avaliacéo
guantitativa com métricas de precisdo e tempo; (iv) interface visual para analistas.

2. Fundamentacéo Tedrica

Nesta secdo, sdo abordados os fundamentos tedricos necessarios para a compreensao do
artigo.

2.1 Retrieval-Augmented Generation (RAG)

Retrieval-Augmented Generation (RAG) é uma arquitetura que, segundo Gao et al.
(2024), combina recuperacdo de informacdo com geracdo de linguagem natural. Ao
contréario de Large Language Models (LLMs) puros, modelos neurais de grande escala
treinados em vastos corpora textuais para compreender e gerar linguagem natural, como
GPT-4, Claude e LLaMA, que dependem exclusivamente de conhecimento
parametrizado durante o treinamento, sistemas RAG primeiro recuperam documentos
relevantes de uma base de conhecimento externa e entdo utilizam esses documentos



como contexto adicional para geracdo de respostas. Esta abordagem apresenta
vantagens significativas em relacdo aos LLMs convencionais.

De acordo com Fan et al. (2024), a fundamentacdo das respostas em documentos
reais reduz substancialmente o fenbmeno de alucinacdo, no qual modelos generativos
produzem informagBes plausiveis mas factualmente incorretas. Adicionalmente,
segundo Gupta et al. (2024), RAG permite atualizacdo facilitada do conhecimento sem
necessidade de re-treinamento do modelo, uma vez que novos documentos podem ser
incorporados a base de conhecimento externa de forma dinamica, além de oferecer
rastreabilidade, permitindo identificar e verificar as fontes das informacfes geradas,
aspecto crucial em aplicacBes que exigem auditabilidade e transparéncia. Ademais,
como destacam Ram et al. (2023), RAG possibilita que LLMs acessem informacoes
especificas de dominios especializados que ndo estavam presentes ou eram
insuficientemente representadas nos dados de treinamento original, tornando a
tecnologia particularmente adequada para aplicacdes em areas técnicas e especializadas.

A arquitetura tipica de um sistema RAG consiste em trés componentes
principais: indexacdo, recuperacdo e geracao. Nesse contexto, Li (2024) descreve que
no componente de indexacdo, documentos sdo processados, divididos em chunks e
indexados em um sistema de recuperacdo, tipicamente utilizando embeddings vetoriais
ou indices invertidos, onde dada uma query, o0 componente de recuperagdo identifica e
retorna os k documentos mais relevantes da base de conhecimento. Finalmente, o
componente de geracdo recebe a query original juntamente com o0s documentos
recuperados como contexto adicional, e um LLM gera uma resposta fundamentada nas
informagdes recuperadas.

2.2 Busca Léxica: BM25

A busca Iéxica baseia-se em correspondéncia exata de termos entre query e documento.
E particularmente eficaz para queries que contém codigos especificos como placas de
veiculos (ABC1D23) e nimeros de BO (#2025-001), dados estruturados como horarios
(14:30), valores (R$ 75.000) e contagens (15kg), além de siglas e termos técnicos como
GEFRON, calibre .40 e chassi.

BM25 (Best Matching 25) ¢ um algoritmo de ranking probabilistico amplamente
utilizado em sistemas de recuperacdo de informacdo (ROBERTSON; ZARAGOZA,
2009). O algoritmo calcula a relevancia de um documento d para uma query g com base
na frequéncia dos termos da query no documento (TF - Term Frequency) e na raridade
dos termos na cole¢do completa (IDF - Inverse Document Frequency). De acordo com
Li et al. (2024), apesar do crescente foco em busca semantica, BM25 mantém sua
relevancia em sistemas modernos de recuperacdo devido a sua eficiéncia computacional
e precisdo em consultas que requerem correspondéncia exata de termos especificos.A
pontuacdo BM25 é dada por:

f(t,D) - (k+1)
BM25(D,Q) = > IDF(t) -
09 ; " ftD)+ k- (1=b+b- o)

onde D representa o documento analisado, Q a consulta (query), t o termo da consulta,
f(t,D) a frequéncia do termo t no documento D, |D| o tamanho do documento, avgDL o
tamanho médio dos documentos na colecdo, k o pardmetro de ajuste da frequéncia



(geralmente k=1.5) e b o pardmetro de ajuste do tamanho do documento (geralmente
b=0.75).

2.3 Busca Semantica: Embeddings Vetoriais

A busca semantica representa textos como vetores numéricos em espaco de alta
dimensdo, tipicamente vetores de 384 a 1536 dimens0Oes, onde cada dimensdo captura
um aspecto semantico do texto, como topico, sentimento, entidades mencionadas ou
contexto. Nesta representagdo vetorial, documentos semanticamente similares tém
representacdes proximas no espaco multidimensional, mesmo que ndo compartilnem
termos idénticos. Por exemplo, "veiculo roubado" e "automovel furtado” teriam vetores
proximos apesar de ndao compartilharem palavras em comum, pois ambos expressam
conceitos semanticamente relacionados. A Tabela 1 apresenta exemplos de como a
busca semantica identifica diferentes tipos de padrbes operacionais.

Tabela 1. Exemplos de Capacidades da Busca Semantica

Tipo de Padrao Query de Exemplo Resultados Identificados

Padroes Comportamentais trajeto suspeito Rotas alternativas,atipicos

Conceitos abstratos organizacdo criminosa | Cartel, fac¢do, grupo estruturado

Sindnimos e variacdes veiculo roubado Automlc')vel furtado, carro produto de
crime

Modelos modernos como sentence-transformers e text-embedding-3-small da
OpenAl transformam sentencas em vetores densos de 384 a 1536 dimensdes (ZHUANG
et al., 2024). Cada dimenséo desses vetores pode ser entendida como uma caracteristica
aprendida que captura aspectos semanticos do texto (tépicos, conceitos, relacGes),
permitindo que o modelo identifique similaridade conceitual independentemente da
escolha especifica de palavras. Por exemplo, as frases "trafico de entorpecentes na
fronteira”" e "transporte ilegal de drogas na divisa internacional” teriam embeddings
préximos no espago vetorial, mesmo utilizando vocabulério distinto, pois representam
conceitos semanticamente equivalentes.

A recuperacdo semantica baseia-se em busca por similaridade vetorial, tipicamente
utilizando similaridade do cosseno:

’[71- 172
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onde vi e vz representam os vetores de embeddings a serem comparados, Vi - V2
representa o produto escalar entre os vetores, € Ivil e Iva2l representam as normas
(magnitudes) dos vetores vi e vz, respectivamente.

2.4 Abordagens Hibridas

A combinacdo mais comum utiliza Ensemble Retrieval, onde resultados de maltiplos
retrievers sdo agregados atraves de votagdo ponderada ou fusdo de scores. Segundo
Sarat e Kiran (2025), abordagens hibridas que combinam busca léxica (BM25) com
recuperacdo semantica densa através de teécnicas como Reciprocal Rank Fusion

sim(vy,v,) =




consistentemente aumentam tanto recall quanto precisdo, fundamentando modelos de
linguagem em fatos verificaveis e mitigando alucinacdes. No presente trabalho,
utilizamos ensemble com pesos iguais (50% BM25, 50% vetorial), mas 0s pesos podem
ser otimizados para dominios especificos (RAM et al., 2023).

2.5 Reranking com Modelos de Linguagem

Reranking é uma técnica de refinamento onde um modelo mais sofisticado reordena os
documentos recuperados por relevancia (JACOB et al., 2024). Modelos especializados
como Cohere Rerank analisam a relevancia semantica profunda entre query e
documento, considerando contexto completo. Segundo Superlinked (2024), o reranking
adiciona laténcia mas tipicamente melhora significativamente a precisdo nos top-k
resultados, especialmente quando o conjunto inicial de documentos recuperados contém
informacdes relevantes dispersas em posicdes inferiores do ranking.

2.6 Trabalhos Correlatos

A aplicacdo de técnicas de Inteligéncia Artificial e Processamento de Linguagem
Natural no dominio de seguranca publica tem crescido nos Ultimos anos, embora ainda
seja limitada, especialmente no contexto brasileiro. Gao et al. (2023) apresentam revisdo
abrangente sobre sistemas RAG, destacando que abordagens hibridas combinando busca
Iéxica e semantica superam abordagens isoladas em tarefas que requerem precisdo em
termos especificos e compreensdo semantica profunda. Li (2024) demonstra que a
integracdo de multiplas estratégias de recuperacdo melhora significativamente a
qualidade das respostas em dominios especializados, corroborando a abordagem hibrida
adotada no presente trabalho.

Jacob et al. (2024) demonstram que, apesar do custo computacional, o reranking
com modelos especializados melhora substancialmente a precisdo dos resultados,
especialmente quando a distingdo entre documentos relevantes e irrelevantes é sutil.
Ram et al. (2023) evidenciam que a incorporacdo de informacdes recuperadas
dinamicamente melhora o desempenho em tarefas de pergunta e resposta em dominios
especializados.

No contexto de seguranca publica brasileira, Da Luz (2024) analisa resultados
operacionais de unidades especializadas em policiamento de fronteira (2017-2021),
destacando os desafios do GEFRON na regido Brasil-Bolivia e evidenciando a
necessidade de ferramentas tecnoldgicas para andlise de grandes volumes de dados
operacionais.

Diferentemente dos trabalhos citados, que focam em aspectos tedricos de RAG
ou analises estatisticas policiais, este trabalho integra RAG hibrido especificamente
adaptado a seguranca publica na fronteira, utilizando dados estruturados de boletins,
registros de placas e relatérios do GEFRON. A principal contribuicdo é a avaliacdo
empirica de diferentes estratégias de recuperacdo (léxica, semantica e hibrida) em
queries operacionais reais, fornecendo diretrizes praticas para escolha da abordagem
conforme o tipo de consulta e requisitos operacionais.

3. Materiais e Métodos

Esta secdo detalha a metodologia empregada para desenvolver um sistema projetado
para otimizar a recuperacdo de informacdes e apoiar a tomada de decisdo em contextos
operacionais através de técnicas de Geracdo Aumentada de Recuperacdo (RAG). A



abordagem segue principios de sistemas colaborativos adaptados ao contexto de
seguranca, analise de dados e inteligéncia operacional.

A arquitetura proposta, ilustrada na Figura 1, inicia com a entrada de dados que passa
por dois caminhos paralelos: processamento léxico para busca de termos exatos, e
processamento semantico para identificar padrdes e contextos. Ambos os resultados sdo
combinados na integracdo RAG, que consolida informacdes da base de conhecimento
(placas de veiculos, boletins de ocorréncia e relatdrios operacionais). O sistema gera
relatorios estruturados acessados via interface de usuario, oferecendo suporte analitico e
operacional em tempo real.

//——b Processamento Lexico
Entrada de Dados

Interface de Usuario
Processamento Semantico Integracao RAG L.
Relatorio Operacional

Base de Conhecimento /

Placas de Veiculos

Boletins de Ocorréncia
Relatorios GEFRON

Figura 1. Visao geral da proposta

Conforme demonstrado na Figura 1, O sistema processa queries através de dois
caminhos paralelos: processamento léxico (BM25) para termos especificos e
processamento semantico (embeddings) para padrbes comportamentais. A Integracao
RAG combina os resultados via Ensemble Retrieval, aplica reranking com Cohere e
utiliza o LLM para gerar relatorios operacionais acionaveis, consultando a base de
conhecimento composta por placas de veiculos, boletins de ocorréncia, relatérios do
GEFRON e apresenta relatorios operacionais através da interface de usuério. A seguir,
detalhamos cada componente desta arquitetura e suas responsabilidades especificas no
sistema.

3.1 Conjunto de Dados

O conjunto de dados compreende trés arquivos JSON interconectados através do campo
"placa_veiculo", permitindo correlagéo cruzada entre fontes de informacgéo operacional.
As bases representam fontes primarias utilizadas pelas forcas de seguranca na regido de
fronteira Mato Grosso-Bolivia.

A primeira base, "OCR Placas" (ocr_placas.json), contém 639 registros de
passagens de veiculos capturados por sistemas OCR em pontos estratégicos da BR-174
e rodovias adjacentes. Cada registro inclui placa, timestamp, localizagdo (cidade,
rodovia, quilémetro, direcdo), tipo de veiculo, status operacional (normal, alerta_sinesp,
alerta_gefron), alertas associados (restricdo_judicial, roubo_furto,
tentativa_travessia_internacional) e correlagdo com inteligéncia policial. Esta base
simula sistemas de videomonitoramento implementados no Estado de Mato Grosso.



A segunda base, "Boletins de Ocorréncia" (boletim_ocorrencia.json), agrupa 21
boletins sintéticos representando crimes na regido fronteirica (margo-outubro 2025).
Cada registro contém cddigo do BO, timestamp, tipo de crime, coordenadas GPS,
descricdo incluindo modus operandi, dados do veiculo (placa, marca/modelo, cor, ano),
valor do prejuizo, status da investigacdo e observagcfes operacionais. A estrutura reflete
o formato utilizado pela Secretaria de Seguranca Publica de Mato Grosso (SSP-MT).

A terceira base, "Relatérios GEFRON" (relatorio_gefron.json), consolida 452
registros de operacdes do Grupo Especial de Seguranca na Fronteira em barreiras e
rodovias. Cada relatdrio inclui cédigo da operagdo, timestamp, tipo de ocorréncia
(trafico, documentacéo irregular, receptacdo, contrabando), coordenadas, descricdo da
acdo policial, dados do veiculo, informagdes do suspeito, quantidades apreendidas,
indicadores de flagrante e envolvimento internacional. Esta base representa o historico
de atuacdo do GEFRON, incluindo abordagens de rotina e crimes transnacionais.

A interconexdo entre as trés bases permite que o sistema RAG correlacione
automaticamente passagens OCR, boletins policiais e agbes do GEFRON,
possibilitando analise integrada de padrBes criminais e trajetorias suspeitas, refletindo
desafios operacionais reais na analise de grandes volumes de informacGes em contexto
de fronteira internacional (DA LUZ, 2024).

3.2 Infraestrutura Tecnoldgica e Armazenamento

A implementacdo do sistema RAG foi desenvolvida em Python com bibliotecas
especializadas para processamento de linguagem natural e aprendizado de maquina.
Conforme destacam Gao et al. (2024), sistemas RAG modernos requerem arquiteturas
que integrem eficientemente componentes de recuperacdo e geracdo para aplicacdes em
dominios especializados.

Para armazenamento vetorial, foi utilizado banco de dados serverless
especializado em busca por similaridade, segundo Fan et al. (2024). O indice vetorial foi
configurado com métrica de similaridade coseno para embeddings de dimensionalidade
1536 gerados pelo modelo text-embedding-3-small da OpenAl. A busca léxica foi
implementada através do algoritmo BM25, que constroi indices invertidos em memoria
para recuperacdo baseada em correspondéncia exata de termos (ROBERTSON;
ZARAGOZA, 2009).

O processamento textual utiliza segmentacdo recursiva em chunks de 1000
caracteres com sobreposicdo de 150 caracteres, preservando contexto entre segmentos
(GAO et al., 2024). O sistema hibrido combina resultados através de Reciprocal Rank
Fusion (RRF) com pesos iguais (50% para cada abordagem). O reranking utiliza
modelo neural especializado que avalia relevancia semantica profunda, melhorando
substancialmente a precisdo quando informacdes relevantes estdo dispersas no ranking
inicial (JACOB et al., 2024). A geragdo de relatorios foi implementada com GPT-40-
mini configurado com temperatura zero para respostas deterministicas. A interface foi
desenvolvida com framework web em Python para aplicagbes interativas com
visualizagdo de dados e métricas operacionais.

4. Resultados

O sistema integra técnicas RAG com modelos de linguagem utilizando dois caminhos
paralelos: busca léxica para correspondéncia exata de termos e busca semantica para
identificagdo de padrdes conceituais.



4.1 Comparacao entre Busca Léxica e Busca Semantica

O sistema processa queries através de dois caminhos paralelos: processamento léxico
(BM25) para termos especificos e processamento semantico (embeddings) para padrdes
comportamentais. Os experimentos demonstram que cada abordagem apresenta
desempenho superior em diferentes tipos de consultas operacionais.

4.1.1 Desempenho da Busca Léxica

A busca léxica (BM25) demonstrou precisdo méaxima em queries que envolvem termos
exatos, codigos especificos e dados estruturados. A Tabela 2 apresenta exemplos de
consultas onde a abordagem léxica recuperou documentos altamente relevantes.

Tabela 2. Desempenho da Busca Léxica em Queries Exatas

Query Tipo de Busca Precisao
"Veiculo placa EFD2S46" Codigo exato 100%
"Passagens as 04:00 na BR-174" Horério especifico 100%
"BO-45123" Codigo BO 100%

A Dbusca léxica alcangou precisdo de 100% em queries com termos especificos,
recuperando exatamente os documentos solicitados sem falsos positivos.

4.1.2 Desempenho da Busca Semantica

A busca semantica demonstrou capacidade superior de identificar padrbes
comportamentais e conceitos abstratos, mesmo quando a query nao contém os termos
exatos presentes nos documentos. A Tabela 3 apresenta exemplos onde a abordagem
semantica superou a Iéxica.

Tabela 3. Desempenho da Busca Seméantica em Padr6es Comportamentais

Query Conceito Identificado Precisdo
"Trajeto suspeito na fronteira" Rota atipica + multiplas passagens 100%
"Veiculo com horario atipico” Passagens madrugada + padrao 100%
irregular
"Documentagdo irregular interceptada" Fraude documental + adulteracdo 70%
"Tentativa de travessia internacional" Comportamento fronteira + 75%
multiplas detec¢des

A busca semantica alcancou precisdo de 87% em queries conceituais, recuperando
documentos relevantes que ndo continham o0s termos exatos da query mas
correspondiam ao padrdo comportamental buscado.

4.2 Integracdo RAG: Fusdo RRF e Geracédo de Relatérios

A Integracdo RAG combina os resultados das buscas Iéxica e semantica através do
algoritmo Reciprocal Rank Fusion (RRF), seguido de reranking com Cohere e geragéo
de relatérios operacionais com LLM. A Tabela 4 apresenta comparagdo entre as
abordagens isoladas e integrada.

Tabela 4. Comparacéo de Desempenho entre Abordagens




Abordagem Precisdo Média Tempo Médio (s)

Busca Léxica: 100% (queries exatas) 1,5
Codigos, placas, horarios

Busca Semantica: 87% (queries conceituais) 42
Padrdes, comportamentos
RAG Hibrido: 93% (queries mistas) 6,8

Consultas complexas

RAG Hibrido + Rerank + LLM: 95% (todas as queries) 14,3
Analise investigativa

Para a aplicacao final, foi desenvolvida uma interface visual interativa com foco
em usabilidade, clareza e suporte a decisao operacional, facilitando a anélise de dados e
a interpretacdo dos resultados gerados pelo sistema RAG. A interface foi projetada para
permitir que usuarios — como analistas de inteligéncia e agentes de seguranca —
realizem consultas em tempo real e obtenham relatérios técnicos detalhados de forma
simples e eficiente.

4.3 Discussdo

A analise demonstra que busca léxica e semantica sdo complementares: a primeira
oferece alta precisdo em correspondéncia exata de termos, enquanto a segunda identifica
padrGes comportamentais complexos que métodos baseados em palavras-chave nédo
captariam (KUZI et al., 2020). Segundo Sarat e Kiran (2025), abordagens hibridas
combinando busca léxica (BM25) com recuperacdo semantica densa através de
Reciprocal Rank Fusion aumentam consistentemente recall e precisao, fundamentando
modelos de linguagem em fatos verificaveis e mitigando alucinagdes.

A abordagem hibrida com RRF mostrou-se mais robusta, combinando precisao
léxica e compreensdo semantica contextual. Conforme demonstrado na Tabela 4, o
trade-off entre precisdo e laténcia € evidente: a busca léxica apresenta tempo médio de
1,5 segundos, enquanto o pipeline completo com reranking e LLM requer 14,3
segundos (aumento de 10x). Este aumento no tempo de processamento € compensado
por ganhos substanciais em precisdo para consultas complexas, onde a acuracia é mais
critica que a velocidade (SUPERLINKED, 2024).

No contexto do GEFRON, recomenda-se a selecdo da abordagem baseada no
tipo de operacdo: busca Iéxica para consultas diretas em fiscalizacGes de rotina com
identificadores conhecidos; abordagem hibrida para andlises taticas em situacGes
dindmicas; e pipeline completo para investigacdes complexas e analises estratégicas de
inteligéncia, onde a qualidade e profundidade da analise prevalecem sobre a velocidade
de resposta.

5. Consideragdes Finais

Este trabalho apresentou um sistema RAG hibrido para analise de informagdes policiais
na fronteira MT-Bolivia, comparando sistematicamente busca léxica (BM25), busca
semantica (embeddings) e abordagens hibridas. Os resultados demonstram que néo
existe solucdo Unica ideal: busca léxica oferece velocidade para termos exatos (100% de
precisdo, 1,5s), busca seméntica captura padrées comportamentais (87% de preciséo,
4,2s), e a integracdo RAG com LLM alcanca melhor equilibrio para anélises complexas




(95% de preciséo, 14,3s). O sistema pode acelerar identificagdo de padrdes criminais,
correlacéo entre ocorréncias e geracao de relatorios operacionais estruturados.

Como trabalhos futuros, pretende-se validar o sistema com dados reais em
parceria com o GEFRON e estender funcionalidades com extracdo automaética de
entidades e construcdo de grafo de conhecimento para visualizagdo de redes criminosas.
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