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Abstract. This paper experiments optimization for Neural Network (NN) pa-
rameters for game playing using Simulated Annealing (SA) and Reinforcement
Learning (RL). The study focuses on the Dino Game, comparing the perfor-
mance of the proposed NN method against a baseline Decision Tree method.
Experimental results demonstrate that the NN outperforms the Decision Tree,
achieving a higher mean score with greater consistency. Statistical tests con-
firm the performance improvements are statistically significant, indicating the
effectiveness of the SA heuristic in optimizing NN parameters.

1. Introduction

The success of machines in surpassing human performance in games has spurred numer-
ous advancements in Artificial Intelligence (AI), particularly through Neural Networks
(NN) [Silver et al. 2016]. NN’s ability to handle complex tasks, including game playing,
has been explored extensively, often in conjunction with Reinforcement Learning (RL)
[Sutton and Barto 2018]. RL enables an agent to learn optimal actions by interacting with
its environment and observing outcomes, typically involving a search heuristic and a clas-
sifier.

This paper investigates optimizing NN parameters for the Dino
Game [Kulkarni et al. 2023] using the Simulated Annealing (SA) heuristic
[Burkard and Rendl 1984]. Section 2 presents the proposed method, Section 3 de-
tails the experimental setup, Section 4 outlines the results, and Section 5 summarizes the
findings and potential future work.

2. Problem Description

This section details the methodology for optimizing the NN for the Dino Game using the
Simulated Annealing (SA) heuristic.

2.1. Dino Game

The Dino Game1 is a runner game where the player controls a dinosaur to avoid obstacles
by jumping or crouching. Key variables impacting player actions include game speed,
distance to the next object, and object height. Figure 1 illustrates the game frame, high-
lighting the variables.

1Officially available on chrome://dino, for Chromium browsers only

chrome://dino


Figure 1. Dino Game Frame

2.2. Neural Network
Neural Networks (NNs) are central to modern AI [McCulloch and Pitts 1943], function-
ing as function approximators in RL, mapping states to actions based on environmental
feedback. The NN used in this study receives three inputs: distance to the next object,
object height, and game speed (Figure 2). No biases were included in the network.
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Figure 2. Neural Network Architecture

2.3. Simulated Annealing
SA is a probabilistic technique inspired by the annealing process in metallurgy, use-
ful for finding near-optimal solutions in large search spaces. In this study, SA is ap-
plied to optimize NN parameters for decision-making in the Dino Game. The cooling
rate, a key meta-parameter, balances exploration and exploitation during optimization,
with different cooling schedules like Boltzmann [Kirkpatrick et al. 1983], exponential
[Van Laarhoven et al. 1987], and geometric [Černỳ 1985] cooling strategies explored in
this paper.

3. Experimental Setup
The experiments compare the proposed method with a baseline Decision Tree optimized
using gradient ascent [Boyd and Vandenberghe 2004], both based on the input variables
in Section 2.

Python was used to implement the setup2, with the NN weights optimized using
SA over an eight-hour training session. SA’s settings included a starting temperature
of 200 and geometric cooling with a 0.003 rate. Each solution was tested 15 times to
ensure stability, with the final score being the mean minus the standard deviation. To
compare the methods, the paired t-test and Wilcoxon test were used to determine statistical
significance. The best solutions were tested 30 times to ensure normality assumptions
were met. Figure 3 shows the score evolution across epochs.

2Available on GitHub.

https://github.com/Henriquelay/AI-classes/blob/main/Trab2/app/Trab2_Henrique_Layber_2.py
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Figure 3. Energy evolution

4. Results and Discussions

The performance of the NN method and the baseline Decision Tree was evaluated based
on experimental data. Decision Tree was picked for a baseline for being easily inter-
pretable. Figure 4 compares the score distributions, showing that the NN not only achieves
higher median scores but also demonstrates less variability compared to the Decision Tree.
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Figure 4. Score boxplots of the methods

The paired t-test and Wilcoxon test both show p-values near zero, confirming that
the performance differences between the NN and the Decision Tree are statistically sig-
nificant at the 95% confidence level.

Figure 3 highlights two key performance improvements: an initial jump to around
1200 scores, indicating basic action learning, and a more significant increase between
epochs 150 and 154, reflecting enhanced timing and performance at higher game speeds:
by learning to anticipate and react to obstacles earlier, the agent significantly enhances its
overall performance and stability.



5. Conclusion
This paper introduces a novel method for optimizing NN parameters using SA and RL in
the context of the Dino Game. Our experiments demonstrate that the NN outperforms a
baseline Decision Tree in both mean score and consistency.

Statistical analysis with paired t-test and Wilcoxon test confirms the NN’s perfor-
mance improvements are significant. This study highlights SA’s potential in tuning NN
parameters and the effectiveness of NNs in complex game scenarios.

Future work could apply this method to other games and investigate additional
optimization techniques, such as different cooling schedules or combining SA with other
meta-heuristics. This research adds to the existing body of work on AI in game playing
and offers potential avenues for further exploration in AI and Machine Learning.
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