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Abstract. This paper presents a comparison of different techniques aimed at au-
tomatic summarization of textual content found in hotel reviews. Extractive tech-
niques that generate an aspect-based summary as well as techniques that gen-
erate a general summary are analysed. The reviews themselves were extracted
from a novel corpus comprising data collected from the TripAdvisor platform,
focusing on hotels from different regions of Brazil. All automatic summaries
were evaluated using the ROUGE set of metrics against summaries created by
human annotators. The results revealed some key limitations within ROUGE
when used on shorter, informal documents, as well as variations in the effective-
ness of different techniques in addressing specific aspects of summarization.

1. Introduction

Automatic text summarization is a task that focuses on generating a summary from one
or more information sources, from where it extracts the content that is most relevant to
the topic of interest, presenting that information in a condensed form which is tailored to
the user’s needs [13]. That content can vary according to the topic and the user’s interest,
so it is possible to generate more than one summary from the same information source.

To ensure the effectiveness of automatic summarization, it is crucial to employ
a highly representative corpus that closely aligns with the data to be summarized. With
the corpus in hand, the task of text summarization can begin, which can be done by ei-
ther an extractive approach, or an abstractive one [14]. Extractive summarization involves
extracting the most informative and relevant sentences from the source text without mod-
ifications of any kind. In contrast, abstractive summarization aims to enhance clarity and
readability by rewriting sentences of the final summary. The resulting summary can be
categorized into three distinct types: indicative, comprising essential topics only; infor-
mative, encompassing the most crucial information as a self-contained text; and critical,
incorporating critiques of the generated content [3].

The importance of automatic opinion summarization has been steadily increasing
due to the escalating volume of opinions posted on various websites in recent times. Ac-
cording to [4], reviews and opinions found on travel and booking sites play a vital role
in users’ decision-making processes within these same platforms. This significance is
expected to grow further as the number of users and available data online continues to in-
crease in upcoming years. Summarizing hotel opinions holds crucial importance for two
primary reasons: 1) enhancing the efficiency of opinion verification by hotel managers,
leading to improvements, and 2) simplifying the user’s experience by providing them with



a concise summary of the most informative opinions regarding one or more desired hotels
based on their needs.

This work focuses on studying different algorithms and summarization models,
with the objective of analyzing how each technique handles the task of summarizing hotel
opinions. The techniques were employed on a corpus of hotel opinions obtained from
TripAdvisor1. Subsequently, an evaluation was conducted using ROUGE [12] to compare
the automatically generated summaries with “Gold Standard” summaries (generated by
human annotators) on the mentioned corpus.

The remainder of this article is organized as follows: Section 2 presents a selection
of the most relevant related works; Section 3 provides details about the corpus and the
process of human summary generation; Section 4 covers the summarization techniques
employed; Section 5 describes the achieved results; and finally, Section 6 presents the
conclusion derived from the experiments.

2. Related Works
Opinion summarization is a relativelly new field, but one that already contains relevant
studies exploring many different approaches. Important and relevant works related to this
topic will be discussed in the following paragraphs.

Condori [3] developed aspect-based techniques for extractive and abstractive opin-
ion summarization in Brazilian Portuguese, as well as a method to compare their gener-
ated summaries. Comparisons were conducted using multiple metrics, including infor-
mativity, utility, linguistic quality, and readability. Human reviewers and the ROUGE
package were utilized for evaluation. Two corpora, ReLi [8] (containing reviews related
to literary works) and Buscapé [9] (focused on electronic products), were employed for
generating summaries. The findings indicated that Condori’s proposed algorithms gener-
ally outperformed other models, including those proposed in [10].

Raut and Londhe [15] mined and summarized hotel opinions using supervised
machine learning. They developed a technique based on SentiWordNet [6] to classify
opinions as positive or negative and extract them based on this classification method. The
task of text summarization was integrated into a framework for opinion mining, retrieval,
and summarization. Using a corpus composed of TripAdvisor opinions, the systems pro-
posed by the authors achieved over 87% accuracy in classifying opinion polarities with
the Naive Bayes model.

Akhtar et al. [1] focused on studying and classifying the types of information
found in opinions. Latent Dirichlet Allocation (LDA) was employed to uncover hidden
information, while sentiment analysis was used to determine the polarity of each sentence.
The summarization process relied on results returned by polarity classification, selecting
the most informative sentences of each identified aspect. The resulting summary included
up to three sentences of both polarized (positive and negative), as well as neutral nature
for each aspect.

Freires and Holanda [7] developed SumOpinions as a method to summarize opin-
ions extractively on various tourist attractions present in booking websites such as TripAd-
visor. The method uses topics and unsupervised probabilistic modeling. Results obtained

1https://www.tripadvisor.com.br



by SumOpinions are shown to be better than those from K-Medoids on Topic Coverage
from [11], indicating that SumOpinions is better at selecting informative sentences that
cover more of the base set of opinions.

Our approach differs from related works in three key aspects: (i) We evaluate
various techniques using the same corpus, including both general summary and aspect-
based approaches; (ii) We assess the effectiveness of the ROUGE metrics in handling
informal and opinionated content, despite being originally designed to evaluate formal
and factual documents; (iii) We provide a large corpus consisting exclusively of hotel
opinions in Brazilian Portuguese.

3. Brazilian TripAdvisor Corpus
The corpus used in the experiments is a new corpus created from scratch and is comprised
entirely by data collected from TripAdvisor, including 413 hotels and 826,436 opinions.
The average number of opinions per hotel was approximately 2,001. This corpus consists
of a total of 65,715,668 tokens in opinion content and 2,999,528 tokens in titles, resulting
in a combined total of 68,715,196 tokens. Hotels were selected from various regions of
Brazil, without any regional filtering. Opinions are written in Brazilian Portuguese and
categorized as positive (4 and 5 stars), negative (1 and 2 stars), or neutral (3 stars) based
on a 1 to 5 scale as that’s what TripAdvisor uses.

The process of generating general summaries relied on guidelines and methodolo-
gies employed in the Document Understanding Conference (DUC)2 iterations of 2001,
2002, and 2003. For aspect-based summaries, an extractive approach similar to the one
described in [3] was utilized. This methodology was chosen for its alignment with the
experimented techniques.

Five hotels were used for summary generation, where an hotel was considered
its own topic and each one of the four annotators were assigned to generate one general
summary, and one aspect-based summary with fifty sentences for each one of those five
topics. Fifty opinions were sampled from every hotel and given to the annotators from
which they would extract said fifty sentences.

Given that some techniques employed aspect-based approaches, certain character-
istics were taken into consideration: (i) Aspects should be categorized and ranked based
on their importance, which was determined by their frequency in the opinions; (ii) ide-
ally, each aspect should comprise ten sentences, with an equal distribution of five positive
and five negative sentences. However, this distribution was not mandatory, as cases with
a limited number of positive or negative sentences could occur. This requirement of ten
sentences was done in order to make aspect-based summaries contain a similar amount
of sentences compared to general summaries. As for the recommendation to balance
positive and negative sentences, that is because one of the techniques (Opizer-E) tries to
present positive and negative sentences for each aspect as much as it can, disregarding
even sentence informativeness in some cases.

4. Summarization Methods
This section briefly describes the summarization methods that were implemented and
experimented with in this research. More details about each method can be found in the

2https://duc.nist.gov



cited references.

K-Medoids: this technique, based on one of the approaches from [11], uses K-Medoids
clustering to select the top-k sentences for the final summary. The dissimilarity between
sentences is calculated using Euclidean Distance on TF-IDF-based opinion matrices. Par-
titioning Around Medoids (PAM) is used to find the k-medoids.

Tadano: Tadano, Shimada and Endo [16] developed a method that extracts opinion char-
acteristics by TF-IDF values, polarity bias and intra-cluster mentions, with K-Means clus-
tering with Euclidean Distance and Lloyd’s Algorithm being used as well. TF-IDF values
and sentence mentions are used to measure cluster importance in order to identify repre-
sentative sentences. Aspect qualifiers (a set of markings that indicate if a given aspect is
being rated positively or negatively) are also considered.

Opizer-E: developed by Condori [3], it generates general summaries by extracting sen-
tences related to the most recurrent aspects of opinions. It employs a two-stage process:
sentence clustering and sentence ranking. Unlike traditional clustering methods, Opizer-E
groups sentences based on aspects and polarities. Euclidean Distance is used to calculate
the dissimilarity between aspects and qualifiers. Sentence ranking considers a sentence’s
position and proximity of aspects and qualifiers present on it. Sentences are extracted per
aspect and polarity, with only the n most important sentences for each aspect and polarity
being included in the summary.

LexRank: introduced by Erkan and Radev [5], is a graph-based summarization technique
that assigns salience to sentences based on their lexical centrality within a document. Sen-
tences are represented as vertices and sentence similarities as edges. LexRank calculates
the similarity between sentence pairs and determines the centrality of each sentence based
on its similarity to others. It uses a Bag-of-Words model and a modified IDF equation to
compute sentence similarities. By applying a threshold, sentences with similarity coeffi-
cients below a certain value (0.25 in this case) are removed.

MMR: Maximal Marginal Relevance (MMR), presented by Carbonell and Goldstein [2],
is a summarization method that aims to balance the relevance and diversity of retrieved
information. MMR uses a greedy algorithm to select relevant sentences from a corpus
based on a given query. The selection criterion considers both relevance to the query and
similarity to previously selected subsets.

5. Experiments and Results
All summaries generated by the previously described techniques were evaluated using
ROUGE-1, ROUGE-2, and ROUGE-L, a set of metrics that measures the matching of
unigrams, bigrams, and longest sub-sequence, respectively, between the automatic sum-
maries and the summaries created by annotators. Each ROUGE metric is composed
of three sub-measures: Recall, Precision and F-measure [12]. From all experimented
techniques, MMR, LexRank, and K-Medoids are applied to generate general summaries,
while Opizer-E and Tadano are applied to generate aspect-based summaries. Results are
separated by annotator (see Tables 1, 2, 3 and 4), and the best scores for each hotel are
highlighted.

To ensure consistency with annotated summaries, it was decided that all automatic
summarizers would generate summaries consisting of approximately 50 sentences each.



For aspect-based summaries, the techniques were required to generate a summary that
included the five most important aspects based on their frequency in the source opinions,
with 10 informative sentences for each aspect. Opizer-E, which aims to balance positive
and negative polarities, was configured to choose five sentences of each polarity for each
aspect.

Analyzing the results, some patterns emerge. Regardless of annotator or tech-
nique, all results show rather low scores. This can be attributed to the subjective nature
of opinion summarization, where sentence selection can vary significantly among annota-
tors. Unlike journalistic or scientific documents, opinions tend to have shorter summaries,
which hampers ROUGE’s performance that usually benefits from longer summaries with
more content. Consequently, there is a significant variance in results between hotels and
annotator summaries, indicating that ROUGE struggles to handle short documents effec-
tively. This is logical considering that ROUGE was originally designed for evaluating
larger documents. The subjective content and informal writing style of opinions also
contribute to the high variance in results.

Notably, Tadano’s approach outperformed Opizer-E in aspect-based summariza-
tion for all annotators. Tadano’s method focuses on extracting aspects and informative
sentences without considering polarity, while Opizer-E aims to balance positives and
negatives; this difference benefits Tadano’s results, as the annotators were instructed to
prioritize sentence selection based on importance in case polarity balancing wasn’t possi-
ble.

As for general summaries, K-Medoids and LexRank consistently outperform
MMR, demonstrating competitive performance and better sentence selection. This result
suggests that MMR, designed for ranking webpages based on topic diversity and cover-
age, is not optimized for handling redundant information in text summarization, which is
often used as an indicator of importance on other techniques.

Overall, ROUGE does not appear to be a suitable evaluation metric for opinion
summaries due to its consistently low scores with too much variance, which can also seen
on [3], where the highest score achieved was 0.393 on a corpus with far less words and
number of opinions compared to ours. These challenges are not limited to extractive tech-
niques, but also extend to abstractive summaries according to [17], on which ROUGE’s
performance is shown to be similarly weak across the board, failing to differentiate be-
tween accurate summaries and inaccurate ones. ROUGE scores are below average even
when evaluating summaries in a multitude of configurations and generation setups, which
implies that not even cutting edge techniques based on machine learning will be able to
achieve decent scores with opinion summaries, as the issue lies in how ROUGE evaluates
those, and not in how they are generated in the first place.

Those difficulties faced by ROUGE can be attributed to the shorter nature of opin-
ion summaries, as well as the informality, grammatical errors, and inconsistencies found
in source opinions. These limitations of ROUGE raise important questions regarding what
could be considered a good way of evaluating opinion summaries, given that ROUGE
evaluates word and sentence co-occurrence between summaries.



Annotator #1
ROUGE-1 ROUGE-2 ROUGE-L

Recall Precision F-measure Recall Precision F-measure Recall Precision F-measure
General Summaries

K-Medoids

Hotel 1 0.2011 0.2107 0.1902 0.0901 0.0966 0.0910 0.1864 0.1943 0.1780
Hotel 2 0.0889 0.0988 0.0848 0.0137 0.0179 0.0149 0.0738 0.0821 0.0695
Hotel 3 0.1176 0.1200 0.1080 0.0221 0.0235 0.0228 0.1030 0.1047 0.0940
Hotel 4 0.0751 0.0829 0.0710 0.0150 0.0158 0.0154 0.0691 0.0738 0.0644
Hotel 5 0.1700 0.1711 0.1630 0.0665 0.0694 0.0677 0.1521 0.1535 0.1465

LexRank

Hotel 1 0.0674 0.1184 0.0798 0.0056 0.0092 0.0065 0.0615 0.1114 0.0735
Hotel 2 0.1070 0.1444 0.1142 0.0383 0.0434 0.0388 0.0948 0.1260 0.1011
Hotel 3 0.0612 0.0941 0.0683 0.0074 0.0123 0.0088 0.0566 0.0874 0.0632
Hotel 4 0.0562 0.1067 0.0646 0.0118 0.0218 0.0127 0.0533 0.1043 0.0620
Hotel 5 0.0932 0.1605 0.0997 0.0286 0.0378 0.0309 0.0866 0.1528 0.0933

MMR

Hotel 1 0.0685 0.0762 0.0646 0.0014 0.0006 0.0009 0.0593 0.0680 0.0564
Hotel 2 0.0558 0.1184 0.0606 0 0 0 0.0503 0.1020 0.0537
Hotel 3 0.0484 0.0521 0.0413 0.004 0.0011 0.0017 0.0445 0.0497 0.0383
Hotel 4 0.0665 0.0884 0.0676 0.0033 0.0033 0.0031 0.0607 0.0821 0.0621
Hotel 5 0.0630 0.0775 0.0612 0.0035 0.0036 0.0035 0.0482 0.0581 0.0463

Aspect-based Summaries

Opizer-E

Hotel 1 0.0447 0.0594 0.0487 0 0 0 0.0438 0.0581 0.0477
Hotel 2 0.0560 0.0644 0.0531 0.0188 0.0215 0.0195 0.0521 0.0582 0.0490
Hotel 3 0.0721 0.0626 0.0609 0.0115 0.0064 0.0074 0.0677 0.0579 0.0563
Hotel 4 0.0599 0.0775 0.0610 0.0206 0.0224 0.0211 0.0585 0.0769 0.0601
Hotel 5 0.0436 0.0602 0.0425 0 0 0 0.0403 0.0574 0.0397

Tadano

Hotel 1 0.1152 0.1296 0.1145 0.0224 0.0265 0.0220 0.1123 0.1247 0.1110
Hotel 2 0.0865 0.0960 0.0838 0.0004 0.0030 0.0007 0.0846 0.0940 0.0818
Hotel 3 0.0868 0.1121 0.0923 0.0008 0.0008 0.0008 0.0813 0.1060 0.0866
Hotel 4 0.0846 0.0990 0.0857 0.0181 0.0181 0.0181 0.0820 0.0976 0.0839
Hotel 5 0.1109 0.1413 0.1165 0.0222 0.0318 0.0252 0.1070 0.1344 0.1121

Table 1. ROUGE’s results for Annotator nº 1.

Annotator #2
ROUGE-1 ROUGE-2 ROUGE-L

Recall Precision F-measure Recall Precision F-measure Recall Precision F-measure
General Summaries

K-Medoids

Hotel 1 0.0961 0.0852 0.0811 0.0165 0.0147 0.0142 0.0783 0.0740 0.0687
Hotel 2 0.1034 0.1020 0.0895 0.0084 0.0075 0.0076 0.0891 0.0871 0.0761
Hotel 3 0.0820 0.0869 0.0752 0.0026 0.0058 0.0031 0.0701 0.0734 0.0638
Hotel 4 0.0893 0.0807 0.0676 0.0015 0.0021 0.0015 0.0768 0.0659 0.0562
Hotel 5 0.1236 0.1083 0.1071 0.0229 0.0174 0.0193 0.1035 0.0862 0.0874

LexRank

Hotel 1 0.0906 0.1457 0.1030 0.0171 0.0187 0.0173 0.0781 0.1287 0.0889
Hotel 2 0.1116 0.1669 0.1186 0.0189 0.0346 0.0217 0.0997 0.1485 0.1049
Hotel 3 0.0683 0.0799 0.0650 0.0053 0.0027 0.0036 0.0616 0.0721 0.0582
Hotel 4 0.0830 0.0855 0.0731 0.0051 0.0035 0.0042 0.0769 0.0767 0.0665
Hotel 5 0.0940 0.1086 0.0877 0.0128 0.0124 0.0113 0.0840 0.0995 0.0790

MMR

Hotel 1 0.0718 0.0813 0.0612 0.0055 0.0035 0.0042 0.0597 0.0697 0.0519
Hotel 2 0.0554 0.0991 0.0625 0.0040 0.0172 0.0063 0.0448 0.0824 0.0513
Hotel 3 0.0708 0.0845 0.0652 0.02 0.02 0.0199 0.0637 0.0745 0.0594
Hotel 4 0.0683 0.0762 0.0590 0.0004 0.0005 0.0004 0.0606 0.0701 0.0532
Hotel 5 0.0654 0.0594 0.0543 0.0050 0.0043 0.0042 0.0582 0.0531 0.0479

Aspect-based Summaries

Opizer-E

Hotel 1 0.0763 0.0793 0.0710 0.0157 0.0060 0.0086 0.0706 0.0756 0.0667
Hotel 2 0.0508 0.0500 0.0443 0.0038 0.0026 0.0031 0.0482 0.0457 0.0416
Hotel 3 0.0759 0.0602 0.0626 0.0150 0.0068 0.0086 0.0691 0.0546 0.0566
Hotel 4 0.0824 0.0696 0.0660 0.0296 0.0122 0.0154 0.0798 0.0663 0.0632
Hotel 5 0.0918 0.0720 0.0652 0.0125 0.0013 0.0024 0.0918 0.0720 0.0652

Tadano

Hotel 1 0.0976 0.1055 0.0943 0.0051 0.0012 0.0020 0.0923 0.1022 0.0902
Hotel 2 0.0978 0.1275 0.0986 0.0181 0.0181 0.0181 0.0907 0.1220 0.0931
Hotel 3 0.1165 0.1403 0.1160 0.0246 0.0228 0.0231 0.1140 0.1343 0.1128
Hotel 4 0.0936 0.1134 0.0902 0.0018 0.0022 0.0020 0.0921 0.1127 0.0893
Hotel 5 0.1063 0.1234 0.0995 0.0029 0.0042 0.0034 0.1034 0.1176 0.0959

Table 2. ROUGE’s results for Annotator nº 2.



Annotator #3
ROUGE-1 ROUGE-2 ROUGE-L

Recall Precision F-measure Recall Precision F-measure Recall Precision F-measure
General Summaries

K-Medoids

Hotel 1 0.1097 0.1086 0.0942 0.0033 0.0043 0.0034 0.0912 0.0866 0.0767
Hotel 2 0.1211 0.0916 0.0897 0.0254 0.0213 0.0212 0.1115 0.0804 0.0800
Hotel 3 0.0847 0.0790 0.0681 0.0005 0.0029 0.0009 0.0700 0.0697 0.0581
Hotel 4 0.0942 0.0720 0.0740 0.0180 0.0161 0.0168 0.0822 0.0625 0.0649
Hotel 5 0.1251 0.1062 0.1076 0.0247 0.0222 0.0225 0.1103 0.0931 0.0949

LexRank

Hotel 1 0.1253 0.1601 0.1229 0.0540 0.0518 0.0504 0.1192 0.1561 0.1185
Hotel 2 0.1357 0.1681 0.1345 0.0389 0.0373 0.0372 0.1295 0.1585 0.1276
Hotel 3 0.0699 0.0917 0.0692 0.0067 0.0095 0.0074 0.0647 0.0864 0.0644
Hotel 4 0.0729 0.0811 0.0680 0.0075 0.0063 0.0064 0.0707 0.0763 0.0650
Hotel 5 0.0987 0.1410 0.0993 0.0137 0.0180 0.0137 0.0886 0.1315 0.0907

MMR

Hotel 1 0.0870 0.0812 0.0755 0.0199 0.0214 0.0205 0.0811 0.0783 0.0719
Hotel 2 0.0583 0.1165 0.0616 0.0029 0.0126 0.0043 0.0540 0.1057 0.0560
Hotel 3 0.0707 0.0665 0.0589 0.0033 0.0005 0.0009 0.0586 0.0528 0.0476
Hotel 4 0.0591 0.0621 0.0533 0.0022 0.001 0.0013 0.0520 0.0546 0.0470
Hotel 5 0.0568 0.0520 0.0454 0.0064 0.0042 0.0048 0.0477 0.0458 0.0388

Aspect-based Summaries

Opizer-E

Hotel 1 0.1046 0.1176 0.1016 0.0597 0.0518 0.0533 0.1020 0.1072 0.0977
Hotel 2 0.0691 0.0876 0.0691 0.0219 0.0221 0.0202 0.0636 0.0832 0.0643
Hotel 3 0.0518 0.0551 0.0459 0.0049 0.0024 0.0031 0.0489 0.0521 0.0431
Hotel 4 0.0375 0.0387 0.0336 0.0020 0.0012 0.0015 0.0349 0.0377 0.0322
Hotel 5 0.0433 0.0629 0.0462 0.0026 0.0053 0.0034 0.0401 0.0596 0.0431

Tadano

Hotel 1 0.0963 0.1213 0.1007 0.0029 0.0051 0.0036 0.0927 0.1166 0.0973
Hotel 2 0.0909 0.0955 0.0826 0.0036 0.0022 0.0027 0.0883 0.0910 0.0795
Hotel 3 0.0500 0.0808 0.0560 0.0006 0.0024 0.0010 0.0476 0.0738 0.0527
Hotel 4 0.0742 0.0961 0.0797 0.0193 0.0194 0.0193 0.0734 0.0938 0.0785
Hotel 5 0.1048 0.1297 0.1102 0.0375 0.0391 0.0379 0.1022 0.1260 0.1071

Table 3. ROUGE’s results for Annotator nº 3.

Annotator #4
ROUGE-1 ROUGE-2 ROUGE-L

Recall Precision F-measure Recall Precision F-measure Recall Precision F-measure
General Summaries

K-Medoids

Hotel 1 0.1581 0.1946 0.1646 0.0721 0.0741 0.0727 0.1421 0.1750 0.1485
Hotel 2 0.1686 0.2106 0.1785 0.0869 0.0921 0.0888 0.1537 0.1948 0.1642
Hotel 3 0.1030 0.1446 0.1072 0.0189 0.0258 0.0208 0.0880 0.1245 0.0926
Hotel 4 0.1279 0.1494 0.1314 0.0564 0.0575 0.0569 0.1152 0.1351 0.1187
Hotel 5 0.1410 0.1799 0.1483 0.0608 0.0638 0.0622 0.1281 0.1652 0.1358

LexRank

Hotel 1 0.0643 0.1909 0.0910 0.0035 0.0103 0.0052 0.0573 0.1722 0.0815
Hotel 2 0.0831 0.1818 0.1049 0.0123 0.0288 0.0153 0.0739 0.1600 0.0927
Hotel 3 0.0695 0.1460 0.0876 0.0079 0.0165 0.0103 0.0623 0.1322 0.0785
Hotel 4 0.0550 0.1127 0.0705 0.0065 0.0095 0.0076 0.0516 0.1042 0.0658
Hotel 5 0.0892 0.1925 0.1076 0.0231 0.0257 0.0235 0.0784 0.1736 0.0954

MMR

Hotel 1 0.0620 0.0939 0.0693 0.0013 0.0015 0.0014 0.0536 0.0826 0.0598
Hotel 2 0.0610 0.1501 0.0752 0.0143 0.0433 0.0183 0.0557 0.1438 0.0698
Hotel 3 0.0712 0.1102 0.0753 0.0063 0.0123 0.0072 0.0554 0.0907 0.0598
Hotel 4 0.0774 0.1216 0.0819 0.0211 0.0247 0.0218 0.0673 0.1108 0.0726
Hotel 5 0.0679 0.1141 0.0738 0.0032 0.0018 0.0023 0.0514 0.0932 0.0568

Aspect-based Summaries

Opizer-E

Hotel 1 0.0755 0.1121 0.0703 0.0240 0.0382 0.0259 0.0726 0.1052 0.0670
Hotel 2 0.0706 0.0724 0.0428 0.0021 0.0076 0.0032 0.0669 0.0624 0.0377
Hotel 3 0.0773 0.0751 0.0570 0.0004 0.0025 0.0008 0.0701 0.0672 0.0497
Hotel 4 0.0237 0.0380 0.0274 0 0 0 0.0218 0.0357 0.0253
Hotel 5 0.0556 0.0623 0.0435 0.0026 0.0008 0.0013 0.0556 0.0623 0.0435

Tadano

Hotel 1 0.0487 0.0783 0.0491 0.0019 0.0083 0.0028 0.0480 0.0738 0.0479
Hotel 2 0.0591 0.1252 0.0701 0.0058 0.0131 0.0076 0.0506 0.1136 0.0608
Hotel 3 0.0472 0.0903 0.0529 0.0046 0.0074 0.0055 0.0416 0.0795 0.0461
Hotel 4 0.0446 0.0718 0.0501 0.0194 0.0208 0.0198 0.0438 0.0708 0.0492
Hotel 5 0.0650 0.1130 0.0700 0.0014 0.0032 0.0019 0.0610 0.1058 0.0650

Table 4. ROUGE’s results for Annotator nº 4.

6. Conclusion

This work compares some automatic summarization techniques applied to a newly cre-
ated corpus designed for summarizing hotel opinions. The study evaluates not only the
effectiveness of the techniques themselves but also examines how the ROUGE metrics
perform when evaluating opinion summaries, which is a relatively unexplored area, par-
ticularly in Brazilian Portuguese. As ROUGE is a widely used metric for evaluating
automated summaries, it is crucial to analyze its performance on subjective opinionated
content, which may include slang, grammatical errors, and other aspects that can impair
sentence extraction and evaluation.



Our results pointed out that ROUGE appears to be dependent on the textual struc-
ture of the summaries it is evaluating, and also has difficulty evaluating opinative texts,
which are naturally short and informal. Those characteristics could be seen on the gen-
erally low scores, and in the case where Tadano’s summarizer scored consistently higher
than Opizer-E. It can be seen that when it comes to general summaries, K-Medoids and
LexRank score higher than MMR on the vast majority of cases, pointing out that redun-
dancy is more desirable for opinion summaries, and not topic diversity and coverage.

It was also shown that utilizing ROUGE to evaluate shorter, opinative content
is not recommended, And as previously cited, [17] also arrived at a similar conclusion
but focusing on abstractive summaries on a myriad of summary configurations and tech-
niques. From both studies, it is possible to conclude that ROUGE has a difficult time
evaluating opinative documents of all kinds, and not only those that are extractive or ab-
stractive in nature. This stems from those documents often shorter and informal contents
which contrast the type document ROUGE was initially intended to evaluate.

The source code for all techniques and results, as well as our corpus, can be found
on Github. They are on separate repositories to facilitate cloning and checking the tech-
niques 3 and the corpus 4 separately from each other.
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