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Abstract. This study examines the effect of voice data replication on machine
learning models for Parkinson’s Disease diagnosis. Using a dataset of 80 in-
dividuals, we compare two evaluation scenarios: treating voice samples as in-
dependent and considering the source individual when composing training and
test sets. Results show that treating replicated samples as independent leads to
inflated performance metrics, highlighting the importance of properly handling
intra-individual variability in PD diagnosis models.

1. Introduction
Parkinson’s Disease (PD) is a progressive and incurable neurodegenerative dis-
order caused by neuronal death, leading to impaired synaptic communication.
Among the symptoms of PD, speech disorders stand out as a significant symptom
[Braak and Braak 2000]. Machine learning has emerged as a promising avenue for re-
search, particularly in using voice signal analysis to aid in diagnosis, as demonstrated
by previous studies [Idrisoglu et al. 2023]. However, an important aspect was previously
highlighted by [Naranjo et al. 2016], where intra-individual variability was statistically
analyzed, and they suggested the need to address voice-features from the same individ-
ual differently when performing statistical experiments. Thus, this work aims to analyze
this bias through a machine learning aspect. We believe that mishandling replicated sam-
ples can artificially inflate sample sizes and compromise result generalization. The next
section details our materials and the method used for this analysis. Results follow in
Section 3, and conclusions are drawn in Section 4.

2. Materials and Methods
In this work, we used the Parkinson Dataset With Replicated Acoustic Features
[Prez 2016] database, that contains data from 80 subjects, of which 40 were diagnosed
with Parkinson’s Disease and 40 are healthy control subjects (CO). Three voice samples
from each subject were recorded, totaling 210 samples available in the database. Each
sample is composed of 27 varied features, including pitch local and amplitude perturba-
tions, Harmonic-to-Noise Ratios (HNR) and other signal features. All 27 features are used
as input to five classical machine learning algorithms: Support Vector Machine (SVM –
with a linear kernel), K-Nearest Neighbors (K=5), Naive Bayes (NB), Linear Discrim-
inant Analysis (LDA) and Decision Tree (DT). The classifiers are evaluated using the
5-fold cross-validation technique. However, two scenarios of evaluation are proposed in
order to analyze the effects of voice-data replication: i) Case 1, where we iterate over the
data samples without taking into consideration their original subject, and ii) Case 2, where



the iteration considers the source individual, ensuring that data from voice samples from
the same person do not appear simultaneously in the training and testing stages. For both
scenarios, the mean accuracy, specificity and sensitivity are calculated and compared.

3. Results
Table 1 shows the results achieved for the classification of Parkinson’s Disease vs. Control
subjects for both scenarios. Accuracy ranging from 66.67% to 83.33% was achieved, with
Naive Bayes and K-Nearest Neighbors having the best overall performance in both sce-
narios. The results confirm that the first scenario (Case 1), in which replicated voice-data
were treated as distinct samples, presented better results in all three evaluation metrics.
In contrast, when the problem of voice-replicated data is dealt by ensuring the source
individual plays a role during the training and testing distribution phase (Case 2), the
classification results are significantly lower. This suggests that treating distinct samples
from the same original subject as independent data has the potential to introduce bias into
classification models, affecting their validity and overall reliability.

Table 1. Results obtained for PD vs. CO.
Case 1 Case 2

(5 K-fold per samples) (5 K-fold per subject)

Algorithm Accuracy(%) Sens.(%) Spec.(%) Accuracy(%) Sens.(%) Spec.(%)

SVM 74.58 75.82 73.18 70.00 69.60 71.48
KNN 82.50 81.69 83.39 72.08 70.62 74.05
NB 83.33 81.65 84.96 82.92 81.42 84.44

LDA 76.25 75.71 76.66 66.67 65.91 68.24
DT 71.67 69.91 73.35 66.67 66.22 67.33

4. Conclusion
In this work, a dataset comprised by acoustic features derived from three voice recordings
collected from 80 individuals was used in an experiment to analyze the effects of voice
replication from the same original individual on the outcome trends of machine learning
algorithms applied to PD diagnosis. Results align with the trends observed in previous
studies, reinforcing the notion that treating distinct samples from the same subject as in-
dependent data can introduce bias into classification models, undermining their reliability.
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