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Resumo. A crescente utilizacdo de dispositivos conectados exige novos
métodos para lidar com a quantidade e privacidade dos dados compartilhados.
Federated Learning (FL) surge como uma solugdo, permitindo o treinamento de
modelos sem compartilhar dados diretamente, preservando a privacidade dos
clientes. No entanto, nem todos os clientes sdo igualmente titeis para o apri-
moramento de modelos globais, tornando necessdria uma selecdo eficiente de
clientes. O SCOPE-FL propoe um mecanismo dindmico de selecdo de clientes,
atribuindo pesos a entropia dos dados e ao tamanho do dataset, para garantir
uma contribui¢cdo mais eficiente para o modelo global. Isso é feito calculando
uma pontuacdo de relevancia para cada cliente, com base nesses fatores, e ajus-
tando os pesos atribuidos a cada cliente. O SCOPE-FL usa o método FedAvg
para agregar modelos locais, priorizando clientes com dados mais relevantes.
Apos simulacoes utilizando o dataset MNIST, o SCOPE-FL superou métodos
tradicionais, mostrando uma taxa de acurdcia superior a 60% apos 12 roda-
das, alcancando até 80% em 22 rodadas.

Abstract. The increasing use of connected devices requires new methods to han-
dle the quantity and privacy of shared data. Federated Learning (FL) emerges
as a solution, enabling model training without directly sharing data, preserving
the clients’ privacy. However, not all clients are equally useful for improving
global models, making efficient client selection necessary. SCOPE-FL proposes
a dynamic client selection mechanism, assigning weights to data entropy and
dataset size to ensure a more efficient contribution to the global model. This
is done by calculating a relevance score for each client based on these factors
and adjusting the weights assigned to each client. SCOPE-FL uses the FedAvg
method to aggregate local models, prioritizing clients with more relevant data.
Tested with MNIST, SCOPE-FL outperformed traditional methods, showing an
accuracy rate of over 60% after 12 rounds, reaching up to 80% after 22 rounds.

1. Introducao

O crescente avanco de novas tecnologias, como carros autdonomos, dispositivos méveis,
entre outros, transformou o cotidiano das pessoas. A expectativa atual € de que, até 2030,
existam mais de 500 bilhdes de dispositivos conectados no planeta. Isso representa uma
quantidade colossal de dispositivos alocados. Devido a conectividade de dispositivos
cada vez menores, a rede, a distribui¢do e a limitagdo dos dados compartilhados por esses
dispositivos tornam-se ainda mais arriscadas. Esse fenomeno facilita a integracdo de ata-
ques aos dados e invasdes que contribuem para a perda de dados sensiveis dos usudrios.
Devido a ineficiéncia do aprendizado de maquina sem a disponibilidade de dados, sdo
necessarios novos métodos para escalonar predi¢coes e classificacdes de dispositivos na



borda. No entanto, as aplicacdes de Machine Learning (ML) exigem um compartilha-
mento significativo de dados, o que traz importantes questdes de comunicagdo e privaci-
dade [AbdulRahman et al. 2020].

Para solucionar o problema de risco relacionado ao compartilhamento e a quan-
tidade de dados enviados no processo de aprendizado de méaquina, foi desenvolvida uma
metodologia que leva em conta apenas os pesos do modelo, conhecida como Federa-
ted Learning (FL), também chamado de Aprendizado Federado [McMahan et al. 2017].
Essa proposta visa eliminar o armazenamento indevido de dados para o treinamento
de méquina, enquanto mantém a privacidade dos clientes. Essa abordagem facilita a
generalizagdo dos dados, colocando o desenvolvimento do aprendizado nos dispositivos
de borda, locais onde atuam, e diminuindo a quantidade necesséria de dados que o cliente
envia para um servidor.

No entanto, no cenario de FL, nem todos os clientes sdo necessariamente ideais
para o desenvolvimento e aprimoramento das aplicagdes. Em alguns casos, pode ser ne-
cessario trabalhar com um numero reduzido de clientes devido a relevancia dos dados que
eles fornecem. O papel central do FL na melhoria da acuricia durante o treinamento de
aprendizado de méiquina estd no foco de generalizacdo do modelo global, de forma que
qualquer novo participante possa utilizar o modelo global atualizado [Pires et al. 2020].
Portanto, ao escolher os clientes, variando com base na quantidade do seu dataset ou
no desempenho do seu treinamento em relacdo a perda do modelo global, temos argu-
mentos que sdo interdependentes para aprimorar a arquitetura. Utilizar menos clientes
pode excluir a necessidade de mais iteracdes, permitindo que o modelo se estabilize mais
rapidamente.

Neste artigo, buscamos trabalhar com a selecio de clientes de forma mais
genérica, a fim de evitar exclusdes desnecessarias e garantir uma relativa generalizacao do
modelo. Ou seja, 0 SCOPE-FL auxiliara o servidor a escolher os clientes sem necessaria-
mente excluir sua participag¢do, mas atribuindo pesos para que sempre haja a possibilidade
de o cliente ser selecionado. Essa abordagem contribui tanto para a melhoria da acuricia
quanto para a generalizacdo, pois, ao atribuir pesos a Entropia dos dados do cliente e re-
lacionar um peso secunddrio ao tamanho do seu dataset, garantimos uma especializa¢ao
ao treinar os clientes de forma genérica e asseguramos uma estrutura mais palpavel desse
cendrio.

O restante deste artigo estd organizado da seguinte forma. A Secdo 2 apresenta
uma visdo geral dos trabalhos sobre selecdo de clientes. A Secdo 3 descreve nossa me-
todologia para a conexdo servidor-cliente e a abordagem SCOPE-FL. A Secdo 4 explora
o modelo de simulacdo e os resultados relacionados ao nosso método. Finalmente, a
Sec¢do 5 conclui o artigo.

2. Trabalhos Relacionados

Souza et al. usa uma abordagem de diferenciacdo entre os clientes de acordo com seus
desempenhos estruturais. Dessa forma, a utilizagdo de recursos pode ser reduzida expo-
nencialmente, diminuindo tanto a quantidade de clientes que treinam por rodada quanto
a variabilidade da generalizacao, ao variar os clientes selecionados. Esta abordagem pro-
porciona uma maior integragdo entre os clientes, tornando-os menos repetidos e utilizando
um cenario mais dindmico € menos estocastico [de Souza et al. 2023].

Deng et al. utiliza uma abordagem mais relativista e estdtica em relacao a selecao



de clientes. Enquanto o aprendizado funciona normalmente, o servidor verifica quais
clientes apresentam maior variabilidade na qualidade. Esse fator pode variar tanto em
funcdo da quantidade de rétulos quanto do tamanho total dos dados, funcionando como
um método de ranqueamento para a selecao de clientes [Deng et al. 2021].

Esses trabalhos t€ém como principal foco a selecdo de clientes, e ambos se prepa-
ram para selecionar com base na escolha estrutural dos clientes, a fim de realizar a decisao
de prioridade a clientes a serem escolhidos para realizar a préxima etapa de treino. Dessa
forma, este trabalho foca em tornar o cenario dinamico, utilizando os dois métodos para
selecionar os clientes de maneira ndo estocastica.

3. SCOPE-FL

Esta secao introduz o algoritmo do SCOPE-FL, o qual melhora a selecao de clientes em
relacdo ao estado da arte no processo de FL ao considerar os valores de Entropia que
aquele modelo gera e a quantidade de dados de cada cliente. O algoritmo utiliza como
base os clientes com maior quantidade de dados para ranqued-los e, em seguida, verifica
os valores de peso, mensurando que, quanto maior o peso, mais preferivel é a escolha
desse cliente a cada interagdo a partir da entropia de Shannon de seus dados [Orlandi
et al. 2023]. Esta se¢do descreve o modelo do sistema e os detalhes operacionais do
SCOPE-FL.

3.1. Visao geral do cenario

Consideramos um cendrio com n dispositivos i/ = {uy, ..., u,}, onde a cada rodada de
FL, um subconjunto C C U é selecionado para treinar o modelo global M/, com seus dados
locais D;. O mecanismo de selecdo escolhe os clientes cujos dados mais contribuem para
o treinamento, ajustando seus modelos locais M; com base em seus conjuntos de dados.
A abordagem FedAvg € utilizada para agregar os modelos locais em um modelo global,
calculando a média ponderada dos pardmetros 0y, a partir da Eq. 1, com pesos w;
proporcionais ao tamanho dos datasets | D;| de cada cliente.

1 n
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Neste caso w; € o peso atribuido a cada cliente com base no tamanho do seu
conjunto de dados D;, e 6; sdo os pardmetros locais treinados por cada cliente calculados
a partir da Eq. 2. Assim, o FedAvg permite que o modelo global seja ajustado com base na
contribui¢do proporcional de cada cliente, considerando o tamanho de seus dados locais.
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3.2. Funcionamento do SCOPE-FL

O principio fundamental por tras dessa abordagem € que a relevancia de cada cliente
para o treinamento do modelo global pode ser diretamente relacionada ao tamanho de seu
conjunto de dados local. Assim, a ideia € atribuir um peso maior aos clientes que possuem
conjuntos de dados maiores, uma vez que eles t€ém uma maior capacidade de influenciar
a qualidade do modelo global.



Nesta abordagem busca-se selecionar os clientes com maior relevancia para o trei-
namento do modelo global, utilizando dois critérios principais: o tamanho do dataset 1o-
cal e a entropia dos dados do cliente apds a primeira etapa de treinamento. A relevancia
de cada cliente € determinada pela combinacdo desses dois fatores, sendo que um cliente
com um conjunto de dados maior e um valor de entropia mais elevado, calculado con-
forme a Eq. 3, é considerado mais relevante para contribuir com a atualizacdo do modelo
global. A entropia dos dados H(z), onde P(x) denota a probabilidade de observar um
valor especifico x no conjunto de dados, e log é o logaritmo natural.

H(X) ==Y P(x)log P(x) 3)

Para a formula dos pesos, cada cliente w; pode ser modelada como uma fungao
que considera, a partir de uma filtragem prévia dos dados, o ranking dos 40% do tamanho
do dataset | D;| quanto a entropia calculada por Eq. 3.

Eq.4 apresentada calcula a pontuagdo de relevancia R; para cada cliente ¢, consi-
derando dois fatores principais: o tamanho do dataset do cliente D; e a entropia dos dados
H; ap6s a primeira etapa de treinamento. O tamanho do dataset D; representa o nimero
de amostras dos dados do cliente 7, € Dy« € 0 maior tamanho de dataset entre os clientes
selecionados (0s 40% com os maiores datasets). Ja H; € a entropia dos dados do cliente
1, enquanto H,,, € o maior valor de entropia entre os clientes selecionados. Os pesos o e
B sdo atribuidos ao tamanho do dataset e a entropia, respectivamente, permitindo ajustar
a importancia de cada fator na pontuacgao final.

Dmax Hmax

A pontuacdo R; é uma combinagdo linear da normalizacdo do tamanho do dataset e da
entropia, sendo feita em relacao aos valores médximos dentro do conjunto de clientes se-
lecionados. Isso permite selecionar clientes com datasets grandes e/ou dados com alta
entropia, de acordo com a importancia atribuida a cada fator pelos pesos a e 3. Dessa
forma, a equacdo ajuda a identificar os clientes mais relevantes para a contribuicao no trei-
namento do modelo global, equilibrando tanto o volume de dados quanto a diversidade
ou complexidade dos dados do cliente.
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4. Avaliacao

Nesta secdo, sdo apresentados os resultados da comparagdo entre o estado da arte e o
SCOPE-FL, considerando os indicadores de perda, acurdcia e tempo, visando melhorar
a performance da simulag¢do de FL. O estudo foi realizado utilizando o framework PFL-
lib [Zhang et al. 2023] em um servidor, com o conjunto de dados publico MNIST. A
arquitetura do modelo é uma Convolutional Neural Network (CNN) com duas camadas
convolucionais de filtros 5x35, seguidas de max-pooling 2x2 apds cada camada. Foram
utilizados 100 clientes em 50 rodadas, com 10% deles selecionados para o treino.

A Figura 1 apresenta a medicdo de acurécia para trés abordagens comparadas: a
Loss baseada no trabalho de Souza et al. [de Souza et al. 2023], a abordagem aleatdria
(Random) e a proposta deste trabalho, o SCOPE-FL. Neste cendrio, com apenas 10%
dos clientes selecionados, observa-se que, com poucos ajustes € um nimero minimo de



clientes, o SCOPE-FL atinge mais de 60% de acurdcia em 12 rodadas e continua progre-
dindo até cerca de 80% de acurécia apds 22 rodadas. Isso demonstra que o SCOPE-FL
possui um bom desempenho, alcangando resultados elevados com poucas interacdes. Em
contraste, o método de Loss apresenta uma progressao mais lenta, atingindo uma con-
vergéncia maxima média de 64%. O método Random, por sua vez, apresenta resultados
semelhantes aos do SCOPE-FL, mas com uma convergéncia menos suave, alcancando
apenas 56% de acuracia ap6s 12 rodadas, embora ainda progrida para valores préximos
aos do SCOPE-FL nas ultimas rodadas.
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Figura 1. Medicao de Acuracia

A Figura 2 mostra a medicao de perda dos modelos, evidenciando como a sele¢ao
de clientes com melhores preferéncias de dataset impacta o aprendizado. Com mais dados
e maior importincia deles, os modelos nos clientes conseguem aprender de forma mais
eficaz. O SCOPE-FL apresentou os melhores resultados, alcancando valores de perda
abaixo de 1 apds cerca de 15 rodadas. Em contrapartida, o método de Loss nao teve o
mesmo desempenho, ndo conseguindo reduzir a perda abaixo de 1, mostrando um gargalo
de aprendizado por volta da 30* rodada. O método random, embora com desempenho
semelhante ao do SCOPE-FL, nédo superou o modelo proposto neste artigo, alcancando
resultados melhores apenas ap6s cerca de 40 rodadas, quando ambos ja estavam em fase
de convergéncia.
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Figura 2. Medicao de Perda



5. Conclusao

Este trabalho propds uma solug¢do para melhorar a selecio de clientes em FL por meio
do algoritmo SCOPE-FL, que utiliza a entropia dos dados e o tamanho dos datasets lo-
cais para otimizar a escolha dos clientes mais relevantes para o treinamento do modelo
global. O SCOPE-FL demonstrou ser eficaz na melhoria da precisdo e eficiéncia do trei-
namento, superando métodos tradicionais, como Loss e Random, especialmente em ter-
mos de acurécia e velocidade de convergéncia. As simulacdes realizadas com o MNIST
mostraram que o SCOPE-FL obteve mais de 60% de acuracia apds 12 rodadas.

Como trabalho futuro, a implementacdo de métodos adaptativos de selecdo de
clientes com base em caracteristicas dindmicas de dados e o aprimoramento da abordagem
SCOPE-FL podem aumentar ainda mais a robustez e a escalabilidade do FL. A exploragao
de diferentes cendrios de dados nio independentes e idénticos (non-1ID) pode expandir o
alcance e a aplicabilidade da metodologia, proporcionando uma solug¢do mais eficiente e
privada para sistemas de FL em dispositivos de borda. Assim, utilizando métodos como a
distribui¢do patolégica, em que a distribui¢do € ajustada para cendrios mais desafiadores,
implica no uso de datasets ainda mais complexos, aumentando a dificuldade do modelo.
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