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ARTIGO CURTO/SHORT PAPER

VPN de camada 2 de baixo custo para unidades remotas

Low-cost Layer 2 VPN for remote sites
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Universidade Federal do Rio Grande do Sul (UFRGS)

Caciano Machado - & caciano@cpd.ufrgs.br
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Resumo. Este artigo explora o desafio enfrentado por muitas instituicdes de ensino e pesquisa na extenséo de servicos
de rede para campi geograficamente isolados. Ele relata a estratégia adotada pela UFRGS de estender redes através de
tlneis para sites remotos usando o protocolo EoIP do Mikrotik. A solu¢do implementada se destaca pelo menor custo
em comparagao com as op¢des tradicionais, a0 mesmo tempo em que fornece uma qualidade de servico semelhante.

ABSTRACT. This paper explores the challenge faced by many universities and research centers in extending network
services to geographically isolated campuses. It reports on the strategy adopted by UFRGS to extend through tunnels
to remote sites using Mikrotik EoIP protocol. The implemented solution stands out for its lower cost compared to

traditional options, while provides a similar quality of service.
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1 Introducao

A UFRGS possui a maior parte de suas dependéncias
em Porto Alegre. A interligacio fisica dos Campi na
cidade se da através de fibras escuras dedicadas disponi-
veis para UFRGS através do consoércio METROPOA [1],
um projeto da REDECOMEP [2] para a regido metro-
politana de Porto Alegre. Entretanto, a UFRGS possui
diversas unidades académicas e administrativas geo-
graficamente distantes, fora da area de alcance do ME-
TROPOA, sem conectividade propria da UFRGS para
o backbone da rede. Via de regra, a conectividade des-
sas unidades remotas se da através de provedores de
Internet locais e sempre representaram um desafio de
integracdo com os servicos do dominio administrativo
da UFRGS.

Para que alguns servigos pudessem ser oferecidos
nessas unidades, havia a necessidade de replicacdo de
instancias de servigos em ambiente local, como contro-
ladores de dominio, sistemas de telefonia, servicos de
autenticacdo para redes sem fio, entre outros. Isto au-
mentava significativamente o nimero de equipamentos
a serem administrados, muitas vezes operando em am-
bientes nao ideais para funcionamento, além da falta
pessoal local habilitado para gerencia-los. Ao longo
do tempo diversas abordagens foram implementadas,
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com diversas especificidades, tecnologias e dificulda-
des, convergindo atualmente para uma solucdo de VPN
de camada 2 [3] unificada para extensio de redes do
nucleo até as unidades remotas, utilizando equipamen-
tos Mikrotik de baixo custo. Esse artigo apresenta um
panorama da solucdo com tuneis EoIP e os desafios
atuais que impedem sua continuidade para o cenario
da UFRGS, além de indicar uma possivel alternativa
substituta, utilizando VXLAN em switches Huawei.

2 Cenarios e suas necessidades

Com as fibras 6ticas do METROPOA a disposi¢do em
Porto Alegre, a UFRGS pode conectar os equipamentos
do backbone diretamente a 40 Gbps, com total geréncia
e autonomia e sem restri¢des de conectividade para
extensdo das VLANs (Virtual Local Area Network) dos
diversos servicos (WiFi, telefonia, videomonitoramento,
etc). Dessa forma, a experiéncia dos usuarios com os
servicos fornecidos pelo Centro de Processamento de
Dados (CPD) é a mesma em qualquer unidade acadé-
mica conectada através da rede METROPOA.
Entretanto, a UFRGS possui diversas unidades que
nao estdo sediadas em Porto Alegre (Figura 1), como
o Campus Litoral Norte (CLN) e o Centro de Inovacéo
da Pro6-Reitoria de Inovacgio e Relacdes Institucionais
(PROIR), localizados em diferentes regides da cidade
de Tramandai, o Centro de Estudos Costeiros, Limno-
légicos e Marinhos (CECLIMAR) na cidade de Imbé,
a Estacdo Experimental Agronémica (EEA) na cidade
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de Eldorado do Sul e a Unidade Barro Vermelho do La-
boratdrio de Metalurgia Fisica (LAMEF), na cidade de
Gravatai, além de outras sete unidades do projeto Teles-
saudeRS [4], espalhados pelo interior gaticho. Em geral
o objetivo é estender as VLANSs de servicos do nucleo
da rede para as unidades remotas para centralizacéo
destes servigos no CPD por questdes de otimizacdo de
recursos de infraestrutura e pessoal.

2.1 Analise inicial

Tendo em vista que o principal objetivo é fazer com que
os equipamentos de distribuicdo da unidade remota es-
tejam logicamente no mesmo dominio de broadcast de
servicos originarios no datacenter, o ponto de partida
foi o estudo de quais tecnologias poderiam suportar
esta necessidade técnica. Ficou em evidéncia que o pro-
tocolo Ethernet Over IP (EoIP), uma implementacgéo
proprietaria do fabricante Mikrotik do protocolo Gene-
ric Routing Encapsulation (GRE) para VPN de camada
2, seria o principal candidato, devido a sua simplicidade
de implantacéo e ao baixo custo dos equipamentos. A
solugéo com tineis EoIP é utilizada pela UFRGS desde
2016.

Avaliou-se como melhor opc¢éo a utilizacdo de um
equipamento de maior capacidade instalado no data-
center do CPD para o papel de concentrador de tineis
das unidades remotas da UFRGS, um equipamento de
capacidade intermediaria para atuar como concentra-
dor dos tuneis dos pontos do projeto TelessatideRS, e
na padronizac¢ido de equipamentos mais simples para
todos os locais remotos.

Equipamentos de fabricantes mais tradicionais,
como Cisco, Huawei, Juniper entre outros, poderiam
alcan(;ar 0 mesmo objetivo, mas certamente a um custo
muito mais elevado. A ado¢io de equipamentos Mikro-
tik (Routerboard) é uma tendéncia bastante evidente,
segundo os nimeros de penetracdo do fabricante den-
tro de cenarios como pequenos provedores [5] e até
mesmo nos IXP (Internet Exchange Points) [6], muito
em decorréncia da simplicidade das solucdes oferecidas
e da disparidade dos precos dos equipamentos.

2.2 Equipamentos utilizados

Foram adquiridos: um Mikrotik RB4011iGS para a con-
centrac¢ido dos tuneis de unidades académicas e admi-
nistrativas, um Mikrotik RB3011UiAS para a concen-
tracdo dos tineis do TelessatideRS e varias unidades do
modelo RB750Gr3 para as unidades remotas. Cada con-
centrador é capaz de atender até 10 pontos remotos na
topologia adotada, o que atende a todas as demandas de
conexdo que a Universidade possui, sendo atualmente
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5 tineis de unidades académicas e administrativas e 7
taneis do Projeto TelessatideRS.

= Concentrador no Core do CPD
® Unidades isoladas da UFRGS
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Figura 1. Unidades e pontos remotos conectados no modelo.

3 Modelos de conexao

Parte dos links de Internet das unidades remotas da
UFRGS é contratada por intermédio da RNP [7] que
nos entrega IPs fixos e publicos. No entanto, em algu-
mas unidades, o fornecimento de Internet se da através
de contratacéo direta de operadoras locais, muitas ve-
zes com NAT/CGNAT, o que num primeiro momento
inviabiliza a implementacéo direta do EoIP, tendo em
vista que o EoIP é um protocolo ponto-a-ponto.

3.1 EolP direto

Nas unidades com links contratados pela RNP, tunela-
mento EolP é feito de uma interface do equipamento
de nucleo da rede para uma interface do RB750Gr3 no
local remoto, de foram que as VLANSs configuradas na
interface do concentrador sao estendidas através da
Internet para a interface Ethernet da outra ponta. Do
ponto de vista pratico, é como se ambas interfaces es-
tivessem com uma bridge. Para este modelo, o link de
Internet remoto precisa ter IP fixo.

3.2 EolP sobre WireGuard

O WireGuard [8] um é protocolo de tunelamento cujo
objetivo é substituir solucdes como IPSec (IP Security
Protocol) e OpenVPN para a maioria dos casos. Esse
protocolo apresenta desempenho até 30% superior ao
do IPSEC quando utilizado com hardware de propo-
sito geral [9], mas 15% menor se comparado com ver-
sdes do IPSEC com aceleragdo AES[10]. O Wireguard
¢ amplamente utilizado em sistemas de VPN e possui
implementacéo nativa do RouterOS (sistema operaci-
onal do Mikrotik). Utilizando uma combinagio de tu-
nelamento de camada 2 com EolP e tunelamento L3
com WireGuard, é possivel obter o mesmo resultado
final, de extensdo Ethernet através da Internet, mesmo
que o link ndo possua IP fixo, cenario bastante comum
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quando se trata da contratagdo de operadoras locais.
Apesar do Wireguard implicar em um sobrecusto maior
de processamento em relagéo ao EolP, ainda atinge uma
qualidade de servico bastante satisfatoria.

4 Resultados e discussio

As solugdes de tunelamento de camada 2 empregadas
até entdo nas localidades remotas foram eficazes para
a integracdo desses locais aos servi¢os do datacenter
da UFRGS. Os tuneis com EolP alcangam banda de 180
Mbps, e os com Wireguard + EoIP chegam a 160 Mbps.
Recentemente, alguns requisitos surgiram trazendo a
necessidade de reformulacio do modelo em operacéo.

———Mbps(max) = Laténcia (ms) Linear (Mbps (max

Figura 2. Velocidade do EolP x Laténcia do link.

Como regra geral, contratamos links com endereca-
mento IP publico e fixo, que permitam o tunelamento
limpo, sem sobrecusto na rede e no processamento dos
equipamentos. No entanto, em algumas situacdes que
nao foi possivel contratar essa modalidade de servico,
nos deparamos com ambientes com NAT e CGNAT,
que exigem solucdes que atravessem o mapeamento de
portas. Aplicamos temporariamente solucdes de tunela-
mento com PPTP e L2TP em ambientes com NAT, até a
contratacio de links com IP fixo. Avancamos para uma
solugdo com Wireguard, um protocolo mais seguro e
com menor sobrecusto de rede e processamento.

Recentemente, a solugdo com WireGuard foi empre-
gada em um ambiente com link via satélite da Starlink.
Nesse caso, nos deparamos com dois desafios que es-
tdo em anélise. Primeiro, esse é um dos poucos links
cuja operadora néo estd presente no IX/RS da UFRGS,
gerando uma laténcia muito elevada, na ordem dos 150
a 200 ms. Segundo, o contrato desse link prevé confor-
macéo de trafego automatico, a critério da operadora,
supostamente para evitar congestionamentos na sua
infraestrutura. Percebemos que o trafego maximo com
o tunelamento Wireguard + EoIP é cerca de 5 vezes
menor que o trafego normal. Isso nos leva a crer que a
operadora aplica ativamente alguma politica que preju-
dica o trafego cifrado dos tineis Wireguard.

Também observamos em experimentos algumas li-
mitacdes no protocolo EoIP, como a consideravel queda
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de desempenho na medida que a laténcia aumenta entre
os peers do tunel (Figura 2), conforme relatado também
por Aung e Thein [3]. Considerando que os links con-
tratados para as unidades remotas apresentam laténcias
maiores, a depender do provedor, essa caracteristica do
protocolo EoIP prejudica a capacidade do link. Final-
mente, os links contratados até o ano passado eram de
até 200 Mbps, pouco acima do limite da capacidade dos
modelos de Mikrotik que adotamos. No entanto, este
ano estamos acionando links com 1 Gbps, muito além
da capacidade estimada desses equipamentos, sobre-
tudo nos taneis com Wireguard, o que demanda uma
reformulagio do servico.

Uma alternativa a essa limita¢do dos Mikrotiks de
baixo custo é a utilizacdo de tineis VXLAN nas uni-
dades remotas que recentemente adquiriram switches
Huawei na suas entradas de rede. Em testes prelimina-
res, verificamos que, ndo haveria limitacdo de banda
nos links de 1Gbps, como acontece com os Mikrotiks.
Além disso, essa alternativa eliminaria o Mikrotik como
ponto de falha. Ainda resta efetivar ajustes no MTU do
link dos provedores [11] para comportar os cabegalhos
VXLAN apropriadamente.

5 Conclusao

Desde 2016, a solu¢io com tuneis EoIP Mikrotik, atende
satisfatoriamente as demandas de conectividade das
unidades remotas da UFRGS, se consolidando no mo-
delo de conexio apresentado nesse artigo. No entanto,
nossa expectativa é que a ampliagéo e diversificagio da
demanda de servicos nas unidades remotas da UFRGS
(sistemas académicos, ferramentas de aprendizado, te-
lefonia, acesso a Internet em geral, etc) torne obsoleta
essa infraestrutura, seja por defasagem da capacidade
de vazdo, seja pela necessidade de interconexio de pon-
tos além da capacidade dos concentradores. Além disso,
existem desafios em relacdo a provedores de servigo
com laténcias elevadas, como os links de satélite Star-
link, e requisitos de qualidade de servico como os do
TelessatudeRS. Estamos avaliando as melhores solucdes
que permitam utilizar os novos links contratados de
1Gbps na sua integralidade e que possam ser replicadas
nas unidades remotas com o menor custo financeiro.
Atualmente, a solucdo com VXLAN parece ser a mais
promissora.

Declaracoes complementares

Disponibilidade de dados e materiais adicionais

Os dados e/ou materiais adicionais podero ser disponibili-
zados mediante solicitagio.
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