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RESUMO. Neste trabalho, analisamos datasets publicos utilizados na detec¢io de malwares Android, investigando como
amostras idénticas e os grupos que elas formam impactam o desempenho e a capacidade de generalizagio dos modelos
de aprendizado de maquina. Nossos testes em seis cenarios mostram que amostras idénticas elevam artificialmente
as métricas de desempenho, criando uma impressdo equivocada de eficicia. Além disso, em conjuntos com poucas
amostras Unicas, observamos que os modelos enfrentam dificuldades para generalizar em novos dados. Concluimos
que é fundamental garantir amostras exclusivas no conjunto de testes para avaliacdes precisas e evitar conclusdes
enganosas sobre a capacidade dos classificadores.

ABSTRACT. In this work, we analyzed public datasets used for Android malware detection, investigating how identical
samples and the groups they form impact the performance and generalization ability of machine learning models. Our
tests across six scenarios show that identical samples artificially inflate performance metrics, creating a misleading
impression of efficacy. Additionally, in datasets with few unique samples, we observed that models struggle to generalize
to new data. We conclude that ensuring exclusive samples in the test set is essential for accurate evaluations and to

avoid misleading conclusions about classifier capabilities.
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1 Introducao

A seguranca de sistemas moveis, especialmente no con-
texto do sistema operacional Android, tornou-se um
tema de crescente relevancia devido ao uso intensivo
de dispositivos moveis em varias areas do cotidiano.
Ferramentas automatizadas de analise de seguranca,
como classificadores de malwares, tém se mostrado es-
senciais para identificar comportamentos maliciosos e
mitigar riscos. No entanto, a eficacia dessas ferramen-
tas depende diretamente da qualidade dos dados nos
quais elas séo treinadas e avaliadas [1, 2].

Um dos problemas mais comuns em datasets para
deteccdo de malwares Android é a presenca de dados
redundantes, que nio agregam valor ao treinamento

do modelo de aprendizado de maquina. A remocéo de
duplicatas é um passo essencial em pipelines de apren-
dizado de maquina, pois ajuda a evitar o sobreajuste [3]
e garante que os modelos tenham uma boa capacidade
de generalizacdo. Quando amostras duplicadas no con-
junto de treinamento aparecem no conjunto de testes,
a avaliagdo é comprometida, pois estamos validando
a capacidade de generalizagdo do modelo com dados
ja vistos no treinamento. Além disso, se o conjunto de
treinamento contiver muitas amostras duplicadas, a ha-
bilidade do modelo de generalizar sera prejudicada [4,
5]. A presenga de amostras duplicadas pode ainda afetar
modelos de aprendizado de méaquina ao inflar métricas
de desempenho, distorcer a validacéo, introduzir viés
na importancia das caracteristicas, desperdicar recur-
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sos computacionais, aumentar o risco de sobreajuste e
agravar o desbalanceamento de classes [6-8, 4, 9].

Em 2019, estudos sobre duplicagao de codigo em
Big Code mostraram que métricas de desempenho po-
dem ser artificialmente infladas em até 100% quando ha
dados duplicados, comprometendo a validade das con-
clusdes em experimentos [7]. Em 2020, analises em da-
tasets como CIFAR-10 e CIFAR-100 identificaram 3,3% e
10% de duplicatas nos conjuntos de teste em rela¢do ao
treinamento, e a substituicdo dessas amostras reduziu
o desempenho de classificagdo em 9% a 14% [4].

Na deteccdo de malwares Android, o problema é
agravado devido a alta incidéncia de amostras idénticas,
resultante do uso de caracteristicas binarias e limita-
das a atributos genéricos. Frequentemente, aplicativos
benignos e maliciosos compartilham caracteristicas se-
melhantes, diferenciando-se apenas pela classificagio.
Essa duplicacdo pode induzir o modelo a superestimar
sua generalizacdo, fazendo-o aprender padroes espe-
cificos que néo refletem a diversidade real dos dados,
prejudicando o desempenho em novos exemplos.

Em [10], sdo reportadas métricas de F-measure en-
tre 0,90 e 0,97 em um dataset com 43 permissoes e
2 mil amostras, sem considerar a presenca de amos-
tras duplicadas. De forma similar, outros estudos [11,
12] apresentam métricas de desempenho excepcional-
mente altas e propdem solucdes que, a primeira vista,
aparentam resolver o problema da detecgiao de malwa-
res. No entanto, como evidenciado em nossa anélise,
muitos dos datasets amplamente utilizados na literatura
apresentam uma quantidade significativa de amostras
idénticas. Esse fator distorce as avaliacoes de desem-
penho e levanta questdes sobre a real capacidade de
generalizacdo dos modelos propostos.

O objetivo deste trabalho é conduzir uma analise ex-
ploratdria em datasets publicos amplamente utilizados
na literatura, com o intuito de identificar e quantificar
o numero de amostras idénticas presentes. Além disso,
buscamos avaliar o impacto dessas amostras no desem-
penho dos classificadores, investigando como a pre-
senca de dados idénticos pode influenciar os resultados
dos modelos de aprendizado de maquina, especialmente
no que se refere a sua capacidade de generalizagio.

2 Metodologia e Ambiente

Neste estudo, utilizamos datasets tabulares publicos
disponiveis na literatura, contendo informacoes sobre
a origem dos dados, nomes e tipos de caracteristicas.
Na anélise exploratoria, identificamos e quantifica-
mos amostras idénticas por meio de uma verificacdo
sistematica, comparando cada amostra com as demais
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para detectar correspondéncias exatas (considerando
apenas as caracteristicas, sem a classificacdo). Em se-
guida, contabilizamos as classes de cada amostra nos
grupos de amostras idénticas.

A Tabela 1 resume os datasets utilizados, deta-
lhando suas caracteristicas, o total de amostras e a
distribui¢do entre amostras Uinicas e idénticas.

As caracteristicas presentes nos datasets sdo pre-
dominantemente estaticas, ou seja, atributos que néo
mudam durante a execugdo do aplicativo e podem ser
extraidos diretamente do codigo ou configuragido do
aplicativo [19]. Elas incluem permissdes, que séo privi-
légios solicitados pelos aplicativos para acessar funcio-
nalidades do sistema; chamadas de API, que represen-
tam interagdes entre sistemas para fornecer servicos
ou dados; intencdes, mensagens assincronas que per-
mitem a comunicacéo entre componentes de diferentes
aplicativos; e comandos do sistema, que sdo diretrizes
extraidas dos arquivos .smali dos APKs para executar
tarefas especificas.

Foram realizados cinco testes para avaliar o impacto
das amostras idénticas no desempenho dos classifica-
dores treinados:

Teste 1: Todas as amostras idénticas foram exclui-
das do conjunto de dados. Objetivo: Avaliar o impacto
da remogdo completa de amostras duplicadas na capa-
cidade de generalizacdo dos modelos.

Teste 2: Remogédo do maior grupo de amostras idén-
ticas, ou seja, instancias com as mesmas caracteristicas,
independentemente de pertencerem a mesma classe ou
ndo. Objetivo: Analisar como a remog¢do de um grupo
significativo de amostras idénticas afeta a performance
dos modelos, utilizando o restante dos dados para trei-
namento.

Teste 3: Conjunto de teste composto exclusiva-
mente por amostras unicas. Objetivo: Avaliar a eficacia
dos modelos treinados com dados contendo amostras
idénticas ao serem testados exclusivamente com amos-
tras distintas.

Teste 4: Utilizacdo de conjuntos de dados sem amos-
tras idénticas, onde, para cada grupo, foi mantida ape-
nas uma instancia. Esse teste foi realizado em dois ce-
narios:

« Teste 4.1: A classe foi definida como benigna.
« Teste 4.2: A classe foi definida como malware.

Objetivo: Avaliar o comportamento dos classificadores
em cenarios sem dados sobrepostos, com uma unica
amostra representando cada grupo idéntico.

Teste 5: Conjunto de dados completo, com todas as
amostras idénticas presentes. Objetivo: Servir como re-
feréncia comparativa para os outros testes, mostrando
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Tabela 1. Resumo de informagdes dos datasets.

Referéncia Dataset Caracteristicas A. inicas A. idénticas Total
Qtde. ‘ Tipos Mal. ‘ Ben. | Mal. ‘ Ben.
[13] Adroit 166 P 133 992 3285 7066 11476
[14] AndroCrawl 141 | A(26), 1(8), P(84), O(23) | 7436 | 44860 | 2734 | 41714 | 96744
[15] Android Permissions 151 P 1443 976 | 16344 | 8101 | 26864
[16] DefenseDroid PRS 2877 P(1489), 1(1388) 4620 2595 1380 3380 11975
[17] Drebin-215 215 | A(73), P(113), S(6), I(23) | 1116 | 3870 | 4439 | 5606 | 15031
[18] KronoDroid Emulator || 276 P(145), A(123), O(8) | 8401 | 14136 | 20344 | 21110 | 63991
[18] KronoDroid Real 286 | P(146), A(100), O(40) | 14555 | 16908 | 26827 | 19847 | 78137
[P] Permisses, [A] Chamadas de API, [1] Intencdes, [S] Comandos do Sistema, [O] Outros

Fonte: Elaborado pelos autores.

o impacto das amostras duplicadas no desempenho dos
modelos.

Esses testes oferecem uma analise detalhada do
impacto das amostras idénticas na capacidade de gene-
ralizacdo dos classificadores.

Para os experimentos, selecionamos trés classifica-
dores que representam diferentes abordagens de apren-
dizado de maquina: Support Vector Machine (SVM), um
modelo baseado em margens maximas; Random Forest
(RF), um método de ensemble com arvores de decisio; e
K-Nearest Neighbors (KNN), um classificador de instan-
cia baseado em proximidade. Essa diversidade permite
uma analise abrangente do efeito das amostras idénti-
cas em diferentes tipos de algoritmos.

Utilizamos a técnica de holdout com uma divisdo de
80% para treino e 20% para teste, avaliando a capacidade
de generalizagdo dos modelos em dados néo vistos. As
métricas de desempenho adotadas foram precisio, re-
call [20, 21] e o Coeficiente de Correlacido de Matthews
(MCCQ) [22, 23].

Os testes foram conduzidos em uma maquina Dell
Latitude 5420, equipada com 32 GB de RAM e um pro-
cessador Intel® Core™ i7-1185G7 de 112 geracéio, com
clock de 3,00 GHz e 8 nucleos. O sistema operacional
utilizado foi o Ubuntu 22.04.5 LTS, e a versdo do Python
utilizada foi a 3.10.

3 Resultados

As Tabelas 2, 3 e 4 apresentam os resultados obtidos
para os datasets Adroit, Drebin-215 e DefenseDroid
PRS. A analise identificou a formacéo de trés grupos
com resultados semelhantes; assim, optamos por apre-
sentar os dados de um dataset representativo de cada
grupo. Os resultados completos de todos os datasets

estdo publicamente disponiveis no GitHub!.

O primeiro grupo é composto pelos datasets Adroit
e Android Permissions, que se destacam pelo baixo
desempenho, mesmo quando analisados em sua totali-
dade. Esse grupo apresenta uma alta concentracdo de
amostras idénticas, o que impacta negativamente as
métricas de desempenho, especialmente quando com-
paradas aos resultados do teste com o dataset completo
(Teste 5).

O segundo grupo inclui os datasets Drebin-215, Kro-
noDroid Real e KronoDroid Emulator. Esses conjuntos
de dados exibem métricas elevadas (quase perfeitas)
quando os classificadores sao treinados com o dataset
completo (Teste 5), mas sofrem redug¢des significativas
no desempenho durante o Teste 3, que avalia o impacto
da exclusdo de amostras idénticas.

Por fim, o terceiro grupo é formado pelos datasets
DefenseDroid PRS e Androcrawl. Nesse grupo, a com-
paracao entre o Teste 5 e o Teste 3 revela um impacto
minimo nas métricas, com diferencas inferiores a 0,03.
Em alguns casos, observa-se até um leve aumento no
desempenho dos classificadores, indicando maior ro-
bustez desses datasets diante da remog¢do de amostras
idénticas.

Ao comparar os Testes 3 e 5, fica evidente o impacto
significativo das amostras idénticas quando néo se ga-
rante que o conjunto de teste contenha apenas amostras
unicas. No Teste 5, os resultados foram artificialmente
inflacionados em todos os datasets, apresentando um
desempenho ilusério.

O dataset Adroit foi particularmente afetado, com
redugdes expressivas conforme mostrado na Tabela 2.
Houve quedas acentuadas, superiores a 0,1, nas mé-
tricas de precisdo, recall e MCC. Isso se deve ao fato

https://github.com/Malware-Hunter/WRSeg24-ViesAvaliativo
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Tabela 2. Resultados Adroit

Teste Modelo | Precisao | Recall | MCC
SVM 1,0000 0,0167 | 0,1174
Teste 1 RF 0,1143 0,0667 | -0,0548
KNN 0,2647 0,1500 0,0776
SVM 0,3030 0,1504 | 0,1429
Teste 2 RF 0,3077 0,1203 | 0,1292
KNN 0,1707 0,1579 | 0,0570
SVM 0,4248 0,1611 0,1753
Teste 3 RF 0,5000 0,1946 | 0,2313
KNN 0,3393 0,1913 | 0,1431
SVM 0,0000 0,0000 0,0000
Teste 4.1 RF 0,1667 0,0323 | 0,0322
KNN 0,0000 0,0000 | -0,0457
SVM 0,5000 0,3043 0,1519
Teste 4.2 RF 0,4111 0,3217 0,0633
KNN 0,3395 0,4783 | -0,0495
SVM 0,9512 0,7131 0,7629
Teste 5 RF 0,9346 0,7834 0,8003
KNN 0,8700 0,8003 0,7649

Fonte: Elaborado pelos autores.

Tabela 3. Resultados Drebin

Teste Modelo | Precisao | Recall | MCC
SVM 0,9754 0,9215 | 0,9327
Teste 1 RF 0,9749 0,9041 | 0,9210
KNN 0,9599 0,9041 | 0,9113
SVM 0.9689 0.9467 | 0.9102
Teste 2 RF 0.9576 0.888 0.9008
KNN 0.8962 0.9017 | 0.8694
SVM 0,9534 0,9367 | 0,9272
Teste 3 RF 0,9703 0,9259 | 0,9314
KNN 0,9197 0,9259 | 0,8974
SVM 0,9784 0,6099 | 0,7443
Teste 4.1 RF 0,9836 0,5381 | 0,6972
KNN 0,9044 0,5516 | 0,6694
SVM 0,8623 0,9439 | 0,8105
Teste 4.2 RF 0,7824 0,9453 | 0,7196
KNN 0,7313 0,9365 | 0,6464
SVM 0,9905 0,9694 | 0,9689
Teste 5 RF 0,9944 0,9851 | 0,9841
KNN 0,9758 0,9740 | 0,9609

Fonte: Elaborado pelos autores.

de que o dataset é predominantemente composto por
amostras idénticas, totalizando 10.351 duplicatas, o que
representa 90,2% do total de amostras, conforme Ta-
bela 1.

No Drebin-215, as redu¢des em precisio e recall va-
riaram entre 0,02 e 0,06, enquanto as quedas no MCC fo-
ram menos significativas. Embora tenha ocorrido uma
reducdo nas métricas, os valores ainda se mantém ele-
vados, com mais de 0,9 em ambos os casos.

Ja o dataset DefenseDroid PRS apresentou um com-
portamento distinto, com aumento nas métricas, exceto
por redugdes observadas no recall do RF e do KNN.
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Tabela 4. Resultados DefenseDroid PRS

Teste Modelo | Precisiao | Recall | MCC
SVM 0,9250 0,9063 | 0,8059

Teste 1 RF 0,9208 0,9013 | 0,7954
KNN 0,9059 0,9013 | 0,7758

SVM 0,9457 0,8918 | 0,8393

Teste 2 RF 0,9306 0,8993 | 0,8297
KNN 0,9088 0,8775 | 0,7862

SVM 0,9620 0,9033 | 0,8484

Teste 3 RF 0,9598 0,9025 | 0,8448
KNN 0,9402 0,8924 | 0,8102

SVM 0,9365 0,9062 | 0,8337

Teste 4.1 RF 0,9327 0,8664 | 0,7921
KNN 0,9276 0,8416 | 0,7639

SVM 0,8745 0,9578 | 0,6928

Teste 4.2 RF 0,8606 0,9553 | 0,6570
KNN 0,8241 0,9619 | 0,5762

SVM 0,9404 0,8898 | 0,8358

Teste 5 RF 0,9294 0,9075 | 0,8399
KNN 0,8945 0,9058 | 0,8005

Fonte: Elaborado pelos autores.

Esse desempenho est4 possivelmente relacionado ao
fato de o DefenseDroid PRS possuir a menor propor¢do
de amostras idénticas (4.760, ou 39,8% do total), o que
reflete o grande numero de caracteristicas presentes
nesse dataset.

O Teste 1, que simula um cenario extremo onde
todas as amostras idénticas sdo removidas, resultou em
uma queda geral no desempenho dos modelos quando
comparado ao Teste 3. A exclusdo completa dessas
amostras néo é uma solucdo viavel, pois a grande quan-
tidade de dados eliminados prejudica diretamente o
desempenho dos classificadores.

No Teste 2, que avaliou a exclusdo do maior grupo
de amostras idénticas, os resultados mostraram tanto
aumentos quanto reduc¢des no desempenho, levando
a um comportamento semelhante ao do Teste 1, sem
diferencas significativas nos impactos causados.

Nos Testes 4.1 e 4.2, que eliminaram amostras so-
brepostas, observou-se que a exclusio de grandes quan-
tidades de dados prejudicou o desempenho dos classi-
ficadores em todos os cenarios. O dataset Drebin-215,
por exemplo, registrou quedas de precisdo abaixo de
0,6 no Teste 4.1, enquanto o DefenseDroid PRS foi o
menos afetado, mantendo métricas acima de 0,8. Esses
testes demonstram que remover amostras sobrepostas
afeta negativamente os resultados, sem evidéncias de
que a exclusdo melhora o desempenho geral.

Os resultados dos Testes 1 e 2 indicam que a remo-
¢do parcial ou total de amostras idénticas prejudica o
desempenho dos modelos. No entanto, datasets com
alta concentragéo de duplicatas, como Adroit e Android
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Permissions, apresentam baixa capacidade de genera-
lizagao para novos dados, resultando em desempenho
insatisfatorio em todos os cenarios.

Para o dataset Adroit, os classificadores demonstra-
ram dificuldades significativas para classificar correta-
mente as amostras de malwares. O Gnico cenario em
que as métricas apresentaram resultados satisfatorios
foi ao utilizar o dataset completo, o que sugere que 0s
classificadores estdo enviesados pela alta quantidade
de amostras idénticas, conforme ilustrado na Tabela 1.
Esses resultados indicam que o dataset Adroit possui
baixa qualidade nas suas amostras e caracteristicas.

O dataset Android Permissions apresentou proble-
mas semelhantes aos do Adroit, com os classificadores
mostrando desempenho insatisfatorio nas métricas de
acuracia, precisdo e MCC. A baixa precisdo foi parti-
cularmente impactada pelo desbalanceamento dos da-
dos, ja que o niimero reduzido de aplicativos benignos
comprometeu a capacidade dos modelos de identificar
corretamente essa classe.

Os resultados indicam que a presenca de amostras
idénticas pode mascarar a verdadeira capacidade de ge-
neralizacdo dos classificadores. Embora o uso de todas
as amostras (Teste 5) produza métricas elevadas, isso
pode sugerir um overfitting oculto. A exclusio parcial
ou total de amostras duplicadas (Testes 1 e 2) revela
uma leve queda na performance, mas demonstra que os
modelos sdo mais propensos a generalizar para dados
inéditos, como indicado pelos resultados do Teste 3.

Além disso, a estratégia de manter uma tinica amos-
tra por grupo (Testes 4.1 e 4.2) mostrou que a definicao
da classe tem pouco impacto no desempenho final dos
modelos, sugerindo que dados sobrepostos ndo com-
prometem significativamente o desempenho para os
datasets analisados.

4 Conclusao

A comparacio entre os Testes 3 e 5 mostrou que a
presenca de amostras idénticas nos datasets afeta sig-
nificativamente o desempenho dos modelos de classi-
ficagdo. Quando o conjunto de teste inclui amostras
duplicadas, as métricas de desempenho sdo artificial-
mente inflacionadas, criando uma falsa impresséo de
alta performance.

No Teste 1, a remocio total das amostras idénticas
resultou, em geral, na reducéo das métricas de desempe-
nho, indicando que os classificadores foram impactados
pela exclusdo dessas amostras. Embora alguns casos
tenham mostrado um aumento pontual na precisio
(como no SVM com o dataset Adroit), a tendéncia foi
de queda no recall e na precisdo em diversos cenarios.
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O Teste 2 apresentou um padrido semelhante, mas com
impactos menos acentuados.

Nos cenarios 4.1 e 4.2, observou-se que amostras
idénticas com sobreposicdo de classes ndo prejudicam
os modelos treinados e que manipula-las pode, na ver-
dade, afetar negativamente o desempenho. No Teste
4.1, onde amostras benignas foram preservadas, a preci-
sdo aumentou levemente, mas o recall foi prejudicado.
No Teste 4.2, mantendo amostras maliciosas, o com-
portamento foi oposto, com queda na precisdo e leve
aumento no recall.

Esses resultados indicam que o desempenho dos
classificadores é frequentemente superestimado devido
a presenga de amostras idénticas, um problema comum
nos datasets de malwares. Os experimentos refor¢cam
a importancia de garantir que o conjunto de teste con-
tenha apenas amostras Unicas e que o dataset tenha
uma quantidade adequada de amostras exclusivas. Caso
contrario, a alta prevaléncia de duplicatas — como nos
datasets Adroit e Android Permissions — compromete
a capacidade de generalizacio dos classificadores, re-
sultando em uma performance artificialmente elevada
que néo se sustenta em ambientes reais.
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