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RESUMO. A ciberseguranca apresenta um desafio complexo no que tange protecéo relacionada a Inteligéncia Artificial
(IA). Esta area também propde seguranga no envolvimento de tecnologia, dados e individuos. Nesse sentido, envolvida a
ciberseguranca apresenta-se uma area chamada Adversarial Machine Learning (AML) que se aprofunda no estudo e
desenvolvimento de ferramentas para protegio de inteligentes sistemas baseados no aprendizado de maquinas. Estudos
tem sido realizados no ambito de AML, muito embora com resultados de pesquisas direcionadas, geralmente, para um
ou dois tipos de LLMs. Este artigo apresenta uma proposta para se aprofundar nos trés principais LLMs (GPT-4, Google
Gemini e LlaMA) e apresentar um método de identificacdo de ameacas utilizando Large Language Models (LLMs) contra
LLMs para solugdes baseadas em testes que visam mitigar a exploracdo de sistemas de maneira maliciosa.

ABSTRACT. Cybersecurity presents a complex challenge regarding protection related to Artificial Intelligence (AI).
This area also proposes security by involving technology, data, and individuals. In this sense, involved in cybersecurity,
there is an area called AML that delves into the study and development of tools to protect intelligent systems based
on machine learning. Studies have been carried out within the scope of AML, although research results are generally
directed towards one or two types of LLMs. This article presents a proposal to delve deeper into the three main LLMs
(GPT-4, Google Gemini, and LlaMA) and present a threat identification method using LLMs against LLMs for test-based

solutions that aim to mitigate the exploitation of systems in a malicious manner.
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1 Introducao

A ciberseguranca constitui uma disciplina multidisci-
plinar no campo da computacéo, cujo propdsito é pro-
mover a seguranca nas operacoes que envolvem tec-
nologia, individuos e dados. Esta area visa também
desenvolver sistemas seguros, levando em conta néo
apenas os aspectos legais e éticos pertinentes, mas tam-
bém os desafios apresentados pelo contexto adversa-
rial [1]. A area conhecida como Adversarial Machine
Learning (AML) [2], se dedica ao estudo e desenvol-
vimento de ferramentas para a protecio de sistemas
inteligentes baseados em aprendizado de maquina. O
AML é um campo de pesquisa que integra os dominios
de aprendizado de maquina, ciéncia da computacio e ci-
berseguranca. Diversos 6rgéos e instituicdes internacio-
nais tém direcionado sua atencio para esta area devido
a crescente tendéncia de adoc¢éo de sistemas que utili-
zam inteligéncia artificial e aprendizado de maquina,
e.g., o NIST [2, 3], ENISA [1, 4] e MITRE [5]. O Red Te-
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aming baseado em Large Language Model (LLM) pode
trazer beneficios. Certas abordagens se destacam pela
capacidade de gerar ampla variedade de casos de testes,
o que é essencial para garantir uma cobertura abran-
gente, enquanto outras sdo mais eficazes na criacdo
de casos de testes complexos, adequados para simular
usuarios adversariais. De fato, os casos de testes gera-
dos por essas técnicas mostram-se superiores, tanto em
diversidade quanto em dificuldade, quando comparados
com casos de testes escritos manualmente [6].

O objetivo deste trabalho, em etapa inicial de exe-
cugdo, é propor um método para avaliar a seguranca de
LLM:s utilizando outros LLMs combinando a pratica de
Red Teaming com técnicas de AML. As pesquisas sobre
seguranca de LLMs com a utilizagdo de AML, de ma-
neira geral, tem sido realizadas com LLMs especificos e,
principalmente, com variados modelos testados. Nesta
proposta, com intuito de apresentar uma abordagem
mais especifica aos mais populares, trés LLMs serdo
expostos as vulnerabilidades de segurancga a partir de
ataques de LLMs com ferramentas Red Teaming. S&o es-
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tes o ChatGPT-4, Google Gemini e LlaMA. A proposta
visa desenvolver um método que explore vulnerabili-
dades e ameacas especificas a analise de seguranca de
modelos, simulando cenarios de ataque contra LLMs
utilizando outros LLMs. Com os trés modelos seréo
realizados testes de manipulacdo de entradas, evasao
de defesas e extracdo de informacdes sensiveis. Este
artigo est4 organizado da forma como como segue. A
Secdo 2 apresenta os conceitos fundamentais, enquanto
a Secdo 3 traz a proposta de LLM vs LLM.

2 Fundamentacao

A ciberseguranca visa proteger infraestruturas e dados
contra ameacas cibernéticas considerando aspectos éti-
cos e legais dos sistemas. Seu aspecto principal é ainda
mais critico no contexto de tecnologias emergentes que
requerem novos investimentos e esforcos de pesquisa
e desenvolvimento. O aumento de ameacas geradas
por aplicagdes construidas utilizando a Inteligéncia
Artificial (IA) representa riscos significativos para or-
ganizagdes, governos e individuos. A natureza dina-
mica, e de rapida evolu¢io da seguranca cibernética,
traz desafios recorrentes, pois os adversarios adaptam
continuamente os seus métodos para explorar vulnera-
bilidades e evitar a sua deteccéo [7]. Inserido na area de
ciberseguranca, o Adversarial Machine Learning (AML)
aborda questdes relacionadas a robustez dos modelos
de Machine Learning (ML) contra ataques adversariais
em todo o dominio da ciberseguranca. O AML foca no
estudo e desenvolvimento de ferramentas para prote-
ger sistemas de ML. O conceito de AML refere-se ao
processo de obtencio de informagdes sobre o compor-
tamento e as caracteristicas de um sistema de ML e/ou
a manipulacdo das entradas de um sistema de ML com
o intuito de alcangar um resultado desejado [2]. O AML
busca desenvolver algoritmos de ML que possam resis-
tir a ataques a partir da analise das capacidades destes
atacantes, além das consequéncias destes ataques em
sistemas que utilizam ML [2].

A Figura 1 traz uma categorizacdo dos ataques mais
comuns elaborada no contexto do aprendizado de ma-
quina adversarial. Esses sistemas nio sdo programados
ou orientados para tarefas especificas e aprendem a
partir de uma grande massa de dados, o que os torna
mais vulneraveis a ataques que podem comprometer
a privacidade, a integridade dos dados, bem como sua
infraestrutura. Uma expressiva parte destes modelos
passou a se basear na arquitetura Transformer [8], que
consiste em uma sequéncia de diversas camadas de
neurdnios artificiais na qual varias camadas implemen-
tam um modelo de atenc¢do (que indica a relacio de
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Figura 1. Categorizacio de ataques mais comuns de AML.

importincia entre tokens). Esses modelos podem ser
utilizados de forma extrativa, concentrando-se na iden-
tificacdo de elementos significativos em um texto de
entrada, ou de maneira generativa, na qual, a partir da
entrada original, sdo gerados novos tokens que criam
sequéncias de texto expandidas em diferentes contextos.
Essa expansao, juntamente com o uso de treinamentos
extensivos e técnicas avancadas de pré-treinamento,
é crucial em areas como IA para a ciéncia, raciocinio
légico e IA incorporada [9]. O AML, se nao abordado de-
vidamente, abrira possibilidades para criacdo de novas
estratégias de ataque que buscam explorar as vulnera-
bilidades que existem em LLMs. Exemplos adversariais
de sucesso devem ser elaborados para cumprir as res-
tricdes de dominio e do mundo real e isto pode ser
desafiador, pois mesmo pequenas modificacdes podem
impactar consideravelmente um sistema empresarial
ou governamental.

Caixa branca

Caixa preta
Envenenamento | Evasao
| |
— ) |
- —
Dados de Modelo Testes Saida

treinamento incorreta

Figura 2. Simulagao de um ataque AML.

Os ataques adversariais (Figura 2) referem-se a um
conjunto de técnicas e estratégias usadas para inten-
cionalmente manipular ou enganar modelos de ML.
Dependendo do conhecimento do invasor, diferentes
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tipos de configuraces de ataque poderao ser aplica-
das, incluindo ataques de caixa branca e de caixa preta.
No cenario de caixa branca, o invasor possui conheci-
mento total sobre o sistema alvo. Os ataques de caixa
branca permitem uma anélise detalhada do pior caso
e sdo extremamente importantes para avaliar meca-
nismos de defesa [10]. Os ataques de caixa preta, por
outro lado, sdo os que o atacante néo possui (ou possui
pouco) conhecimento dos dados de treinamento e/ou
modelo alvo e podem ser ataques de transferéncia ou
ataques de consulta. O envenenamento de dados, uma
dessas vulnerabilidades, significa que os invasores in-
fluenciam o processo de treinamento, injetando dados
maliciosos num conjunto de dados de treinamento. Isto
pode introduzir vulnerabilidades, comprometendo a
seguranca, a eficacia ou a ética comportamental dos
modelos resultantes. Estudos indicam [11] que mode-
los pré-treinados sao mais vulneraveis e podem ficar
comprometidos se atacados por meio de métodos como
o uso de dados néo confiaveis de pesos ou contetudo,
como a insercdo de exemplos envenenados em seus
conjuntos de dados. Por sua natureza inerente como
modelos pré-treinados, LLMs sdo mais suscetiveis a
ataques de envenenamento de dados. Um importante
trabalho de aperfeicoamento de seguranca através de
um método automatico red teaming foi o Multi-round
Automatic Red-Teaming (MART) [12]. Exemplificando,
[13] mostrou que mesmo com apenas 100 exemplos
de dados envenenados, os LLMs podem produzir re-
sultados consistentemente negativos ou resultados fa-
lhos em vérias tarefas. Os LLMs tém a capacidade de
gerar respostas textuais coerentes, mas enfrentam de-
safios como o fendmeno de “alucinacdes”, que podem
comprometer as respostas geradas. As alucinacdes sao
fendmenos em que os modelos de lingua, em sua in-
feréncia, geram saidas sem sentido, fora de contexto
ou conteudo, normalmente associado ao tamanho do
conjunto de pardmetros pertencentes aos modelos [14].

3 Proposta e critérios

O Red Teaming é uma abordagem que pode empregar
métodos manuais ou automatizados para testar adver-
sarialmente um LLM, identificando saidas prejudiciais
e aprimorando a seguranca do sistema. A pesquisa pro-
posta tem como objetivo a elabora¢ido de um método
que crie ataques LLM contra outros LLM através de fer-
ramentas Red Team e AML para avaliacio da seguranca
destes LLM. Os atacantes podem manipular os dados
de entrada para gerar informacdes incorretas ou inde-
sejaveis a partir de LLMs. Os modelos passam por um
treinamento aprofundado em conjuntos de dados para
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compreender e produzir textos que imitam de forma
préoxima a linguagem humana. Tipicamente, os LLMs
sdo dotados de centenas de bilhdes, ou até mais, para-
metros (Tabela 1), refinados por meio do processamento
de vastas quantidades de dados textuais [9].

Tabela 1. Comparativo entre LLMs populares.

Modelo Lancamento | Provedor | Cédigo-Aberto | Parametros | Fine tunning
GPT-4 [15] 2023-03 OpenAl Niao 17T Niao
GPT-3 [16] 2020-06 OpenAl Nio 175 B Nio
Cohere-large [17] | 2022-07 Cohere Nao 13B Sim
BERT [18] 2018-08 Google Sim 340 M Sim
LlaMA [19] 2023-02 Meta Al Sim 65B Sim
CTRL [20] 2019 Salesforce | Sim 1.6B Sim
Dolly 2.0 [21] 2023-04 Databricks | Sim 12B Sim

O estudo iniciara com vulnerabilidades de envene-
namento e ataques de evasio, podendo migrar para
outras vulnerabilidades e frameworks de otimizagio de
segurancga. A execugdo desta proposta ainda esta na
fase de definicdo de infraestrutura e frameworks que
serao adotados, no entanto, esta sera focada em trés
modelos comerciais consolidados que sdo GPT-4, Go-
ogle Gemini e LlaMA. Assim como no MART [12], a
proposta deste trabalho sera a aplicacdo de um método
de treinamento e fine tuning com automacio de itera-
cdes entre dois LLMs alternando entre os trés adotados.
Os objetivos de otimizagdo sdo cruciais atuando no
direcionamento de como os LLMs aprendem com os
dados de treinamento e influenciando quais comporta-
mentos sdo encorajados ou penalizados. As estratégias
de ataques por inferéncia de LLM, instruc¢des de pré-
processamento, deteccdo maliciosa e processamento
generativo (pds-processamento) serdo outros aspectos
que poderdo ser utilizados na analise de seguranca dos
LLMs apresentada nesta proposta.

4 Consideracoes e trabalhos futuros

Apesar dos avancos, os sistemas de AML ainda apre-
sentam desafios significativos, como a necessidade de
maior colaboragéo entre 6rgios internacionais e o de-
senvolvimento de solu¢des mais robustas contra ame-
acas emergentes. A pratica de Red Ream, somada ao
AML, apresentam uma estratégia para avaliagdo e ana-
lise de seguranca de LLMs que pode ser eficaz na redu-
¢éo das vulnerabilidades. A pesquisa aponta a necessi-
dade continua de aprimorar esses métodos, a medida
que os modelos evoluem, e reforca a importincia de
integrar praticas adversariais para mitigar riscos em sis-
temas de IA cada vez mais presentes em setores criticos
da sociedade. Esta proposta ndo tem como objetivo apre-
sentar testes para todas as ameacas existentes, muito
embora, busca apresentar alternativas contra ameagas
de seguranca de LLMs e orientagdes sobre estes aspec-
tos com perspectiva atual do uso de ferramentas Red
Team AML.
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