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Abstract. This article presents results of a Systematic Mapping on the use of
Machine Learning techniques to aid in the diagnosis of mental illnesses, whether
neurodegenerative or mental disorders. Having an additional basis for the diag-
nosis of mental illnesses is important for more accurate and targeted treatment,
in addition to being important to avoid diagnostic errors. This mapping helped
to solve some issues and demonstrated the possibility of applying these machine
learning techniques for more accurate diagnoses. In addition, the improvement
in diagnostic speed and accuracy could allow more people to receive appro-
priate treatment. Although the focus of this research is more on technological
aspects, its results demonstrated that, in the future, these techniques could be
applied to diagnoses of other diseases besides mental illnesses.

Resumo. Este artigo apresenta resultados de um Mapeamento Sistemdtica so-
bre a utilizacdo de técnicas de aprendizado de mdquina(Machine Learning)
para o auxilio do diagndstico de doengas mentais, sejam elas neurodegenerati-
vas ou transtornos mentais. Ter uma base a mais para o diagndstico de doengas
mentais é importante para um tratamento mais preciso e conduzido, além de
ser importante para evitar a realizagdo de erros de diagndstico. E este mape-
amento ajudou a solucionar algumas questoes e demonstrou a possibilidade de
aplicagdo dessas técnicas de aprendizado de mdquina para diagnosticos mais
precisos. Além disso, a melhora na velocidade e precisdo diagnosticos pode
permitir que mais pessoas recebam um tratamento adequado. Embora o foco
desta pesquisa seja mais aspectos tecnologicos, seus resultados demonstraram
que, no futuro, essas técnicas poderdo ser aplicadas para diagnosticos de outras
doencgas além das mentais.

1. Introducao

Primeiramente, faz-se necessario compreender o que € considerado um transtorno mental,
termo frequentemente intercalado com “doencas mentais”, pois ambos t€ém um impacto
negativo significativo no funcionamento psicolégico, na produtividade no trabalho e qua-
lidade de vida geral [J .and K 2023]]. Alguns exemplos seriam o transtorno de bipolaridade
ou transtorno de ansiedade. No entanto, doengas mentais tendem a afetar a satde de forma
mais grave, pois ela compromete as emocoes, a inteligéncia, a capacidade comunicacdo



interpessoal da pessoa e causa efeito negativo na drea social [Baek and Chung 2020].
Exemplo de doencas mentais sdo a depressao ou Alzheimer.

De um modo geral, a identificagdo de doencgas e transtornos mentais ndo € um
processo simples, visto que, por exemplo, s6 para identificar uma pessoa que possui au-
tismo € necessdrio realizar diversas consultas com um psic6logo ou psiquiatra, além de
vérios testes realizados para se ter um diagndstico preciso [Basak et al. 2023]]. Apesar
disso tudo, o diagndstico pode ndo ser preciso, ou seja, apesar de todo o tempo gasto
tanto do paciente quanto do profissional responsavel ainda nao havera certeza, e esse é
um dos motivos do porqué realizar esse tipo de pesquisa.

Afinal, a tecnologia estd sempre se desenvolvendo com o foco de nos ajudar cada
vez mais e em diversas areas, entdo por que nao nessa? Por isso neste artigo, veremos al-
guns dados retirados através de testagem de diversas técnicas de aprendizado de mdquina,
mas o que seria um aprendizado de maquina? é um ramo da inteligéncia artificial (IA)
que tem a capacidade de ensinar os usuarios a recomnhecer padrdoes complexos e € muito
utilizado no ramo da saude [Jage et al. 2023]] e alguns desses modelos apresentados neste
mapeamento serdo: DNN (Deep Neural Network)[Singh et al. 2022]] , RNN (Rede Neu-
ral Recorrente)[[Chintamaneni et al. 2022]], LinearSVC [Minissi et al. 2024] e entre ou-
tras. Alguns trabalhos utilizam de EEG (Eletroencefalograma)[Singh et al. 2022]. para a
identificagdo de doencas, porém outros utilizam de aspectos sociais para a identificacdo,
como por exemplo a troca de mensagens na web [Xia et al. 2022]]. ou as respostas dadas
num questiondrio realizado [Jage et al. 2023|].

Entdo, o foco deste artigo serd observar o comportamento € o progresso, nas areas
da psicologia e computacional, desses métodos de aprendizado de maquina, além disso é
importante destacar que mesmo as miquinas t€ém uma taxa de erro, entdo mesmo ao ana-
lisar esses métodos alguns ndo serdo totalmente precisos infelizmente, mas logicamente
havera espaco para uma evolucdo no futuro.

2. Metodologia

Para esse Mapeamento Sistematica da Literatura (MSL), levou-se em consideragao o li-
vro [Dermeval et al. 2020]], que apresenta trés etapas principais: planejamento, condugao
e relatorio. Seguindo para a parte de planejamento foi estabelecido o protocolo a ser se-
guido, onde foi definido: palavras chave, questdes de pesquisa, bases de dados cientificas
nas quais a string de busca foi aplicada e por fim os critérios de inclusao e exclusdo de
artigos para a revisao sistemaética.

O propésito dessa pesquisa seria responder as seguintes questdes: E praticavel uti-
lizar algoritmos de aprendizado de méquina para diagndstico de doencas mentais? Quais
doencas mentais seriam mais propensas a um diagndstico preciso?. Logicamente que
essa questao pode ser bem mais dificil de se obter uma resposta visto que cada doenca
tem um padrao e que algumas podem ter padrdes extremamente similares. Além disso, ha
os critérios de exclusdo (CE) e os critérios de inclusao (CI) que sdo, Critérios de Inclusdo
(CD): O estudo realizar experimentos com as técnicas abordadas, o estudo estar em por-
tugués ou inglés, o estudo estar dentro do tema abordado e o estudo ser gratuito. Critérios
de Exclusao (CE): o estudo aborda outro tema, o estudo tem acesso restrito mediante a
pagamento, o estudo ndo realiza experimentos com as técnicas abordadas.

Na fase de conducao da revisao foi aplicado inicialmente a string de busca nas



base de dados Scopus e IEEE, agora havia a necessidade de escolher uma data de busca,
portanto quanto mais atual melhor, por isso deveria comecar do ano passado e deveria ter
um escopo de no maximo 5 anos, portanto a data de busca teve seu escopo definido entre
2019 até 2024, foram utilizadas 3 etapas: 1) adicionar todos os resultados da string de
busca desde que esses fossem gratuitos, 2) ler os titulos e seus resumos caso tivessem,
3) para a selecdo final, ler o artigo em si. A selecdo dos trabalhos de interesse ocorreu
utilizando os critérios de exclusdo e inclusdo pré-definidos na parte de planejamento.
Além disso, uma ferramenta que ajudou muito na separacio por critério de inclusio e
leitura de resumo foi o Parsif.al. A selecdo foi extremamente facilitada pelo uso dessa
ferramenta.

E por fim o relatério, os estudos selecionados foram investigados,para conseguir
entender como a tecnologia aplicada funcionava e se seria aplicdvel, na Figura 1 abaixo
mostra os resultados obtidos das bases de dados IEEE e Scopus e as etapas que foram
levadas para juntar toda a literatura necessaria para a conducao deste trabalho.

String de busca

"Deep Leamning" AND ("Machine Learning" OR
"Aprendizado de Maquina") AND ("Mental
diseases” OR "doencas mentais")

Y

Resultado da
busca: 272

Remocéo de
Duplicados: 268

Estudos que (" Estudosque
foram analisados | | foram removidos
por Titulo e apos analise de
resumo: 118 \__ resumo:150 )
s ™
Estudos que Estudos que
foram aceitos  ———» foram removidos:
para leitura: 38 28
h. g

Estudos que
foram Utilizados:
10

Figura 1. Fluxograma da MSL

Como pode ser observado na Figura 1, os resultados iniciais foram 272 trabalhos,



desses, 13 foram da IEEE e 259 da Scopus, que apds passar por uma série de andlises
o numero de pesquisas que poderiam ser utilizadas foi reduzido para 38 e visto que des-
tes 38 que seriam lidos na integra foram escolhidos apenas 10 que poderiam responder
corretamente as questdes de pesquisa e atender aos outros critérios de inclusao.Além dos
motivos ja citados, uma outra razdo para a escolha de apenas 10 estudos foi devido a
fatores pessoais dos autores, impossibilitando um nimero maior de estudos.

3. Resultados e Discussoes do Mapeamento Sistematico

3.1. Analise dos artigos e breve discusao dos resultados

Os estudos selecionados para a mapeamento (MSL) fazem parte de um contexto maior,
que € analisar a viabilidade do uso de técnicas de aprendizado de maquina para a
construgdo de algoritmos eficientes para a predicao e diagndstico de doengas mentais.

A Tabela 1 apresenta o resultado de 10 trabalhos incluidos na MSL. Os prin-
cipais aspectos extraidos sdo: técnicas de aprendizado de mdiquina utilizadas na pes-
quisa,o melhor modelo, taxa de acerto, se € especifico para o diagndstico de apenas uma
doenca(Esp.) ou se o modelo pode ser utilizado para diagnosticar duas ou mais(Ger.) e o
autor.

Tabela 1. Resumo dos modelos de aprendizado de maquina para diagndstico de
doencas mentais

Doencas | Modelos Melhor Taxa  de | Esp./Geral | Autor
visadas Utilizados | Modelo Acerto
Alzheimer | DNN-BC DNN-BC | 98% Especifico | [Singh et al. 2022]]
- Decision SVM 100% Geral [Jage et al. 2023]]
Tree, Ran-
dom Forest,
Naive
Bayes,
KNN,
SVM
Ansiedade, | SVM, SVM 99,32% Geral [J and K 2023]]
estresse e | ANN, Xg- (de-
depressdao | Boost pressao),
99,80%
(ansie-
dade),
98,44%
(estresse)




Depressao | Random Improved | 0,885 Especifico | [Xia et al. 2022
Forest, Deep
XGBoost, Forest
Logistic
Regression,
Improved
Deep Fo-
rest

Autismo LinearSVC, | LinearSV(Q 81% Especifico | [Minissi et al. 2024]]
SVC

- ANN, - Cerca de | Geral [Ahmed et al. 2024]]
KNN, 98%
LSTM,
Bi LSTM,
CNN-
LSTM

Esquizofre-| LSTM, LSTM 97,66% Especifico | [Yang et al. 2024]]
nia ARIMA,
PSO, PSO-
SVR, Deep
Neural
Network

TDAH RNN RNN 96% Especifico | [Chintamaneni et al. 2022]
Depressao | MRA, Context- | - Especifico | [Baek and Chung 2020]

DNN, DNN
Context-
DNN

- PSO, - 90% Geral [Basak et al. 2023]]
LSTM

Observa-se na Tabela 1 que, dependendo da doenca e do diagndstico que se quer
dar, o emprego de certos tipos de algoritmos de aprendizado e (apesar de nao ser mencio-
nados, mas emprega um papel importante no aprendizado de maquina) certos tratamentos
com dados sdo mais eficientes e assertivos.

Percebe-se também que certos modelos se sobressairam em mais de uma pes-
quisa, como, por exemplo, SVM [J and K 2023]]. Vale destacar que o SVM foi utilizado
para mais de um tipo de transtorno mental e que seus resultados foram satisfatorios o
visto que ultrapassaram 95 de precisdo, além de ser uma tecnologia aplicavel para por
exemplo: uma clinica de tratamento psicoldgico, o que torna ele um 6timo substituto para
os psicélogos quanto a diagndsticos rapidos e precisos, apesar de ainda ndo ser 100 o que
¢ uma falha, mas se analisar bem, o ser humano busca que a tecnologia faga certas coisas
pois 0os humanos podem acabar falhando, por exemplo na constru¢cdo de um carro, gran-
des etapas sao feitas pelas maquinas que tem uma precisao e taxa de acerto maior que um
ser humano comum.



Contudo, ndo basta apenas analisar um modelo. Faz-se necessério observar ou-
tros para garantir que a evolucdo seja possivel. Por exemplo, no caso de Context-
DNN, embora os resultados nao sejam explicitamente documentados (pois o estudo de
[Baek and Chung 2020] utiliza uma métrica diferente), a adaptabilidade do sistema foi
excelente em diversos cendrios. Dessa forma, uma abordagem interessante a se explorar
seria a jun¢do de mais um método de aprendizado de maquina, como realizado no estudo
de [Basak et al. 2023]].

Em relacdo aos transtornos mentais mais facilmente detectaveis, observou-se que
a precisao do diagndstico depende da quantidade de dados disponiveis para a maquina
realizar as comparagdes. Por exemplo, um modelo treinado com 3000 imagens de EEG de
individuos com Alzheimer terd maior precisao na identificagdo da doenga em comparacao
com um modelo que disponha de apenas 40 imagens de EEG [Singh et al. 2022].

Contudo, alguns modelos demonstram melhor desempenho mesmo com um quan-
tidade menor de dados, por exemplo, determinados modelos baseados em CNN podem
superar um modelo DNN devido a disponibilidade de maior nimero de imagens EEG no
banco de dados utilizado no estudo de [Singh et al. 2022]. Além disso, alguns modelos
receberam um questiondrio respondido pelos préprios individuos com os transtornos em
questdo [Jage et al. 2023]]. Assim, comparar essas abordagens torna-se desafiador, resul-
tando na seguinte resposta: depende. Basicamente, a precisdo dependerd da quantidade
de dados coletados, dos tipos de informagdo e qual técnica serd empregada.

3.2. Resposta as questoes levantadas de pesquisa

Na sec¢ado 2, foram levantadas duas questdes a serem respondidas ao longo da pesquisa,
sendo elas ”E praticavel ou no a utilizagdo de algoritmos de aprendizado de maquina para
o diagndstico das doencas mentais?”’e “Quais doencas mentais seriam mais propensas a
um diagndstico preciso?”. Apesar de ndo ter chegado a uma resposta concreta, € possivel
chegar a algumas conclusdes preliminares em relacao ao sujeito da pesquisa.

A utilizacdo destes algoritmos de diagndstico de doencas mentais se torna pra-
ticdvel no seguinte cendrio: um profissional acaba por utilizar os modelos criados como
auxilio e uma ferramenta para o diagnostico, questionando sempre os resultados chegados
pelos modelos e os utilizando como referéncia apenas. Apesar de alguns modelos terem
mostrado uma taxa de precisao alta nos cendrios que se propde a ter, como, por exemplo,
nos estudos [J and K 2023]] e [Jage et al. 2023]], h4 limitacdes devido a complexidade do
sistema nervoso humano e as limita¢Oes inerentes aos dados (que podem gerar vieses),
confiar exclusivamente em Machine Learning para diagndsticos pode levar a resultados
imprecisos.

Em relacdo a segunda pergunta, ndo ha uma resposta exata. Conforme demons-
trado na Tabela, os estudos [J and K 2023]] e [Xia et al. 2022] utilizaram modelos para
diagnosticar a depressdao, mas apresentaram taxas de erro distintas, decorrentes de pro-
postas e abordagens metodoldgicas diferentes. Assim, uma resposta aproximada seria
que o diagndstico tende a ser mais preciso para doencas que apresentam altera¢des mais
marcantes nas ondas cerebrais e padroes de EEG bem definidos, embora também dependa
do contexto em que o diagndstico € realizado e da abordagem adotada.



4. Consideracoes Finais

Este mapeamento sistemadtico da literatura abordou o uso de técnicas de aprendizado de
mdquina na predi¢cdo e diagndstico de doengas mentais, analisando diversos estudos re-
centes. Com base nos dados apresentados na Tabela 1, foi possivel observar a aplicagao
de diferentes modelos de aprendizado de maquina em contextos especificos e gerais, bem
como suas respectivas taxas de acerto e efici€éncia na detec¢do de transtornos mentais e
neurodegenerativos.

Uma das principais constatagdes é que certos modelos, como o Support Vector
Machine (SVM) e Redes Neurais Artificiais (ANN), tém sido amplamente utilizados
e apresentaram resultados promissores em diferentes estudos. Além disso, observa-se
que, para doengas especificas, modelos aprimorados como Improved Deep Forest e Re-
des Neurais Recorrentes (RNN) tendem a apresentar melhor desempenho em relacdo a
abordagens mais generalistas.

Apesar deste trabalho ter explorado uma gama consideravel de artigos cientificos
sobre o diagnéstico de doengas mentais com auxilio de aprendizado de maquina, ainda ha
muitos estudos que ndo foram analisados. Esta drea de pesquisa se tornou bastante ampla
nos ultimos anos e possui milhares de artigos relacionados.Além disso, atualmente, a
inteligéncia artificial passa por uma grande revolugdo, com investimentos massivos em
pesquisas para aprimorar os modelos existentes e descobrir novas técnicas que possam
melhorar as predicdes. Portanto, este trabalho ndo conseguiu explorar a totalidade dessa
area de pesquisa que vem recebendo investimento e aten¢do. Um préximo passo para o
futuro seria aproveitar os avangos resultantes dessa revolucao tecnoldgica para expandir
esta linha de pesquisa.
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