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Abstract. This study conducts a systematic mapping of the use of Machine Le-
arning (ML) models in cardiovascular disease (CVD) prediction. The research
analyzed various articles addressing the application of ML techniques, focusing
on ensemble models, Deep Learning, and traditional algorithms such as Ran-
dom Forest, Support Vector Machines, and neural networks. The results show
that Hybrid models, such as stacking and the use of Deep Learning techniques,
achieve high accuracy levels, reaching up to 98.86%. However, challenges such
as data quality and availability, feature selection, interpretability, and valida-
tion across diverse datasets remain significant barriers to widespread clinical
implementation. The research concludes that, despite promising advances, the
adoption of Machine Learning in CVD prediction requires continuous efforts
to overcome these challenges, along with greater integration between accuracy,
interpretability, and usability in the clinical context.

Resumo. Este estudo realiza um mapeamento sistemdtico sobre o uso de mode-
los de Machine Learning (ML) na previsdo de doencas cardiovasculares (DCV).
A pesquisa analisou diversos artigos que abordam a aplicagdo de técnicas de
ML, com foco em modelos de ensemble, Deep Learning e algoritmos tradicio-
nais, como Random Forest, Support Vector Machines e redes neurais. Os re-
sultados indicam que modelos hibridos, como o stacking e o uso de técnicas
de Deep Learning, apresentam altos niveis de acurdcia, atingindo até 98,86 %.
No entanto, desafios como a qualidade e a disponibilidade de dados, a selecdo
de caracteristicas, a interpretabilidade e a validacdo em conjuntos de dados
diversos ainda sdo barreiras significativas para a implementacdo clinica gene-
ralizada. A pesquisa conclui que, apesar dos avangos promissores, a ado¢do de
Machine Learning na previsao de DCV requer esforcos continuos na supera¢ao
desses desafios, além de uma maior integracdo entre precisdo, interpretabili-
dade e usabilidade no contexto clinico.

1. Introducao

Sabe-se que as Doencas Cardiovasculares (DCVs) sdo a principal causa de morte
ao redor do mundo. Tal fato é corroborado pela Organizagdo Mundial da
Satde [World Health Organization 2021], que afirma que 17,9 milhdes de pessoas perdem
a vida anualmente em decorréncia de complicagdes relacionadas a DCVs, representando
32% de todas as mortes globais. Diante desse cenario desafiador, o diagndstico precoce



dessas doencas torna-se essencial para que sejam implementados tratamentos mais efica-
zes e, consequentemente, para a reducio da elevada taxa de mortalidade.

Nos tultimos anos, o avango das técnicas de Machine Learning tem desempenhado
um papel crucial na deteccdo e previsao de DCVs [Paixdo et al. 2020]. Diversos algorit-
mos vém sendo desenvolvidos e aprimorados para aumentar a precisdo diagndstica, per-
mitindo identificar pacientes em risco com maior assertividade. Entretanto, a variedade
de abordagens disponiveis impde a necessidade de uma andlise detalhada para determi-
nar quais técnicas se destacam em termos de eficiéncia, levando em conta ndo apenas a
acurdcia, mas também fatores como custo computacional e interpretabilidade. Nesse con-
texto, a realizacdo de um mapeamento sistematico se revela fundamental para sintetizar o
conhecimento acumulado na area, comparando as metodologias utilizadas e evidenciando
as solucoes mais eficazes para a previsao de DCVs.

A relevancia desta pesquisa ndo se restringe apenas a apresentacdo dos dados atu-
ais, mas também a identificacdo de lacunas na literatura, o que poderd orientar futuros
estudos na integracdo de modelos de Machine Learning na prética clinica. Para atingir
esse proposito, adotou-se uma metodologia baseada na busca sistematica e filtragem cri-
teriosa dos estudos por meio de critérios preestabelecidos, os quais serdo detalhados na
Secdo 2.

O restante deste artigo estd organizado da seguinte forma: a Secdo 2 apresenta
a metodologia utilizada para a realizacdo deste mapeamento sistematico, detalhando os
critérios de inclusdo e exclusdo dos estudos, bem como o procedimento de coleta de dados
nas diferentes fontes; a Secao 3 discute os principais achados da pesquisa, comparando os
algoritmos de Machine Learning aplicados a previsao de DCVs, destacando os modelos
mais eficientes; a Secdo 4 apresenta as consideracdes finais, ressaltando as principais
conclusdes do estudo e as direcdes para pesquisas futuras; por fim, a Secdo 5 relne as
referéncias bibliogréficas utilizadas neste trabalho.

2. Metodologia

O Mapeamento Sistemdtico constitui um método de pesquisa amplamente utilizado em
contextos nos quais se busca uma visdo abrangente de uma determinada area do conhe-
cimento, com o objetivo de reunir e sintetizar 0 mdximo de informacdes disponiveis
[Kitchenham and Charters 2007]. Para a realizacdo deste estudo, foi elaborado um plane-
jamento que inclui a definicdo das questdes de pesquisa, a formulagao da string de busca,
a escolha das estratégias de busca e a especificacdo dos critérios de inclusdo e exclusdo.

As questdes que nortearam este mapeamento sistemdtico foram as seguintes:

Q1: Quais os algoritmos de Machine Learning mais utilizados para orientar di-
agnosticos?

Q2: Qual a eficicia de cada um deles, e qual o mais acurado?

Q3: Quais as principais limitacdes desses métodos?



Base de dados String de busca

( ’machine learning algorithms™) AND ( "heart disease prediction”) AND
( "efficiency”OR “accuracy”) AND ( "comparison”OR “evaluation™)

Inglés

Tabela 1. Strings de busca utilizada para o Mapeamento Sistematico

Utilizaram-se as normas a seguir no processo de filtragem de trabalhos deste ma-
peamento: (i) Os estudos devem comparar a eficiéncia de modelos de Machine Learning
na previsdao de DCVs; (ii) Os trabalhos devem ter sido publicados em periddicos ou con-
feréncias revisados por pares; (iii) Devem estar disponiveis integralmente; (iv) Devem ter
sido publicados em portugués ou inglés. Os trabalhos encontrados foram excluidos com
base na negacdo dos critérios previamente estabelecidos.

2.1. Levantamento de Dados

A fim de garantir a transparéncia e a reprodutibilidade do presente mapeamento sis-
temadtico, esta se¢ao apresenta o processo de levantamento de dados conduzido em trés
etapas sequenciais. Cada uma dessas etapas foi cuidadosamente planejada para assegurar
a selecdo de estudos relevantes e alinhados aos objetivos da pesquisa. A seguir, detalha-se
cada passo do processo, desde a busca inicial nas bases de dados até a filtragem final dos
artigos selecionados, conforme sintetizado na Tabela 2.

Base de dados | Passo 1 | Passo 2 | Passo 3
Scopus 74 17 11
IEE Xplore 16 3 3
Total 90 20 14

Tabela 2. Quantidade de trabalhos selecionados

Na Tabela 2, apresenta-se a totalidade dos trabalhos selecionados passo a passo,
seguindo os critérios previamente estabelecidos. O Passo 1 consistiu na busca inicial, na
qual foram coletados todos os artigos encontrados nas bases de dados IEEE Xplore e Sco-
pus utilizando a string de busca definida. Essas bases foram escolhidas por fornecerem
acesso a um grande volume de pesquisas relevantes na area de Machine Learning apli-
cado a previsdo de DCVs, além de garantirem a disponibilidade gratuita de grande parte
dos trabalhos analisados. Outras bases foram consideradas, mas apresentaram limitagdes,
como 0 acesso pago a maioria dos artigos ou a predominancia de publica¢des nao dire-
tamente relacionadas ao tema, sendo que os artigos mais relevantes dessas bases também
estavam presentes no IEEE Xplore e no Scopus.

No Passo 2, foi realizada uma filtragem preliminar com base nos titulos e resumos
dos artigos, considerando os critérios de inclusdo e exclusdo previamente definidos. Es-
tudos que ndo comparavam a eficiéncia de modelos de Machine Learning para previsao
de DCVs ou que nao estavam disponiveis integralmente foram descartados nesta etapa.

Por fim, no Passo 3, aplicou-se a filtragem final apds a leitura completa dos artigos
restantes. Essa etapa permitiu identificar com precisao os estudos que realmente atendiam
aos requisitos estabelecidos, resultando na sele¢do final dos trabalhos analisados.
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Figura 1. Estudos por ano

Na Figura 1, foi realizada uma distribui¢do dos artigos estudados em funcao do
tempo. Apesar da estabilidade nos anos previamente observados, nota-se um salto nos
trabalhos condizentes ao eixo tematico no ano de 2023, indicando uma alta de interesse
dos pesquisadores naquele periodo especifico de tempo.

3. Discussao

Esta secdo analisa criticamente os achados dos estudos revisados, explorando a eficiéncia,
a aplicabilidade e os desafios dos modelos de Machine Learning na previsao de doengas
cardiovasculares (DCV).

3.1. Modelos de Machine Learning Mais Eficientes para a Previsao de DCV

Os estudos revisados destacam uma ampla variedade de modelos de Machine Learning
que demonstram alta precisao na previsao de DCV. No entanto, a eficiéncia desses mode-
los pode ser interpretada sob diferentes prismas, incluindo acurécia, custo computacional
e interpretabilidade.

Os modelos de ensemble, que combinam mais de um método, tém se
mostrado particularmente promissores. O modelo de stacking apresentado por
[Mohapatra et al. 2023] obteve uma impressionante acurdcia de 94,67% ao utilizar Gradi-
ent Boosting como meta-learner. De forma semelhante, um modelo hibrido combinando
Machine Learning e Deep Learning [Abbas et al. 2023] atingiu 94,14% de acuricia.
Além disso, técnicas de votagdo em ensemble também demonstraram grande potencial
[Saboor et al. 2022] [Gao et al. 2021], com destaque para o método de bagging com De-
cision Tree, que apresentou os melhores resultados em um dos estudos [Gao et al. 2021].

As Deep Neural Networks (DNNs), incluindo arquiteturas como Convolutional
Neural Networks (CNNs) e Long Short-Term Memory (LSTM), além de suas versoes
hibridas, chamadas Hybrid Deep Neural Networks (HDNNs), vém se destacando como
alternativas de alto desempenho. Um modelo HDNN que combina CNN e LSTM, por
exemplo, atingiu uma acurdcia notdvel de 98,86% [Reshan et al. 2023]. Da mesma forma,
uma abordagem baseada no Coati Optimisation Algorithm (COA) aplicada a uma r Artifi-
cial Neural Network (ANN) obteve uma acuracia média de 98,43% [Murtaza et al. 2023].



Entre os algoritmos tradicionais de Machine Learning, o Random Forest
(RF) continua sendo um dos mais citados por sua alta precisdo [Saboor et al. 2022]
[Ghosh et al. 2021] [Mohapatra et al. 2023] [Gao et al. 2021]. Um estudo especifico
mostrou que a combinacdo de RF com a técnica de selecdo de caracteristicas via Re-
lief elevou a acurécia para 99,05% [Ghosh et al. 2021]. Outro algoritmo de destaque é o
Gradient Boosting, que atingiu 94,67% de acurdcia [Mohapatra et al. 2023]. J4 o Support
Vector Machine (SVM), apos ajustes de hiperparametros, alcancou 96,72% de acurécia
[Saboor et al. 2022].

Além disso, um estudo comparativo apontou que o Multilayer Perceptron (MLP)
apresentou o melhor desempenho entre classificadores individuais quando aplicado a um
conjunto de dados pré-processado [Dou et al. 2024]. A selec@o de caracteristicas me-
lhorou ainda mais os resultados, permitindo que um modelo de votacdo suave (soft vo-
ting) alcangasse um AUC de 0,951 e um modelo de stacking atingisse um AUC de 0,952
[Dou et al. 2024]. No entanto, é importante considerar que a eficiéncia desses modelos
pode variar dependendo do conjunto de dados utilizado, das caracteristicas selecionadas
e das métricas de avaliacdo empregadas [Saboor et al. 2022] [Ghosh et al. 2021].

3.2. Modelos de Machine Learning Mais Utilizados para a Previsao de DCV

Os estudos revisados evidenciam a diversidade de modelos de Machine Learning aplica-
dos a previsao de DCV. Entre os algoritmos cldssicos mais utilizados, destacam-se:

* Logistic Regression (LR): frequentemente usada como linha de base para
comparacao de desempenho [Saboor et al. 2022] [Singh et al. 2024].

* Decision Trees (DT): aplicadas individualmente ou como base para modelos de
ensemble [Saboor et al. 2022] [Singh et al. 2024] [Gao et al. 2021].

* Random Forest (RF): amplamente empregado devido a sua robus-
tez e precisdo [Saboor etal. 2022] [Ghosh et al. 2021] [Singh et al. 2024]
[Mohapatra et al. 2023] [Gao et al. 2021].

* Support Vector Machines (SVM): conhecido por sua eficiéncia em dife-
rentes configuracdes [Saboor et al. 2022] [Ghosh et al. 2021] [Singh et al. 2024]
[Gao et al. 2021].

* K-Nearest Neighbors (KNN): empregado por ser um método ndo paramétrico
que utiliza métricas de distancia para identificar os vizinhos mais proximos e
realizar classificacdes ou regressdes. [Saboor et al. 2022] [Ghosh et al. 2021]
[Singh et al. 2024] [Gao et al. 2021].

* Naive Bayes (NB): utilizado tanto como classificador simples quanto combinado
com outras técnicas [Saboor et al. 2022] [Ghosh et al. 2021] [Singh et al. 2024]
[Mohapatra et al. 2023] [Gao et al. 2021].

e Métodos de Boosting (XGBoost, AdaBoost, Gradient Boosting): cada vez
mais aplicados devido ao seu alto desempenho e capacidade de lidar com
dados complexos [Saboor et al. 2022] [Singh et al. 2024] [Ghosh et al. 2021]
[Mohapatra et al. 2023] [Dou et al. 2024].

Além dos modelos cldssicos, o Deep Learning tem ganhado crescente relevancia,
com o uso de Artificial Neural Networks (ANNs), Convolutional Neural Networks
(CNNs) e Recurrent Neural Networks (RNNs), como LSTM. Modelos hibridos, como
CNN-LSTM, também estdo sendo investigados para melhorar a previsao de DCV
[Reshan et al. 2023] [Murtaza et al. 2023].



3.3. Desafios na Previsao de DCV usando Machine Learning

Apesar dos avangos significativos, a previsdo de DCV por meio de Machine Learning
ainda enfrenta desafios substanciais. A qualidade e a disponibilidade dos dados sao
fatores criticos, pois a precisdo dos modelos depende fortemente da confiabilidade das
informacdes utilizadas [Saboor et al. 2022] [Ghosh et al. 2021]. Além disso, a selecdo e
engenharia de caracteristicas desempenham um papel crucial, ja que escolhas inadequadas
podem levar a problemas como overfitting ou underfitting, comprometendo o desempenho
do modelo [Ghosh et al. 2021].

A variedade de conjuntos de dados também afeta os resultados
[Ghosh et al. 2021].  Enquanto muitos estudos utilizam o Cleveland Heart Dise-
ase Dataset com 14 atributos clinicos [Sajja and Kalluri 2020], como idade, sexo,
tipo de dor no peito, pressdo arterial, colesterol e frequéncia cardiaca, outros mes-
clam diferentes bases do UCI (como Cleveland, Hungria, Suica e VA Long Beach)
[Saboor et al. 2022] ou recorrem a dados reais, como prontudrios eletronicos, sinais de
ECG [Kusuma and Udayan 2020], e exames laboratoriais.

Outro aspecto relevante € a interpretabilidade dos modelos. Enquanto métodos
mais simples, como regressdao logistica e arvores de decisdo, oferecem maior trans-
paréncia, abordagens mais complexas, como Deep Neural Networks, frequentemente
sdo vistas como “caixas-pretas”’, o que pode dificultar sua adocdo na pratica clinica
[Paul and Masood 2024]. A generalizacao e validagao dos modelos também sao desafios
essenciais, pois um desempenho robusto em diferentes conjuntos de dados € indispensdvel
para garantir aplicabilidade em cendrios reais [Paul and Masood 2024].

Além disso, ha diferengas na definicdo da condi¢do cardiovascular prevista. Al-
guns estudos focam em doencas cardiacas de forma geral [Paul and Masood 2024];
outros delimitam patologias especificas, como DAC (Doenga Arterial Coronariana)
[Ghosh et al. 2021] ou insuficiéncia cardiaca [Ravulapalli et al. 2023]. Essa falta de uni-
formidade dificulta a comparacdo entre os modelos.. Por fim, mesmo que um modelo
apresente alto desempenho, sua integracdo na pratica clinica enfrenta barreiras relacio-
nadas a usabilidade e a aceitacdo por parte dos profissionais de saide, o que reforca a
necessidade de solugdes que equilibrem precisdo e interpretabilidade [Singh et al. 2024].
Superar esses desafios é fundamental para consolidar o uso eficaz de Machine Learning
na previsao e no tratamento de DCV.

4. Consideracoes Finais

Em sintese, a andlise dos artigos revisados aponta para um horizonte promissor quanto
a aplicacdo de técnicas de Machine Learning na previsao de doengas cardiovascula-
res (DCV). Observa-se uma crescente producdo cientifica que evidencia a eficicia de
diferentes modelos, especialmente aqueles baseados em ensemble learning e Deep Le-
arning, na obtencdo de alta precisdo na identificacdo e na previsdo de risco de DCV
[Mohapatra et al. 2023] [Abbas et al. 2023] [Reshan et al. 2023] [Murtaza et al. 2023].

A secdo de discussdo destaca a diversidade de algoritmos empregados, desde
abordagens cldssicas como Regressdo Logistica, Arvores de Decisdo, Random Forest ¢
Support Vector Machines, até modelos mais sofisticados, como Redes Neurais Artifici-
ais, Convolutional Neural Networks e Redes Neurais Recorrentes [Saboor et al. 2022]



[Singh et al. 2024] [Sajja and Kalluri 2020] [Kusuma and Udayan 2020]. A tendéncia
parece apontar para uma exploracdo cada vez mais intensa de modelos de ensemble e
Deep Learning, refletindo o grande potencial dessas técnicas em captar padroes comple-
xos nos dados médicos [Saboor et al. 2022] [Singh et al. 2024].

Entretanto, é imperativo reconhecer os desafios substanciais que ainda precisam
ser superados para viabilizar uma integracdo plena e eficaz dessas tecnologias na pratica
clinica [Saboor et al. 2022] [Ghosh et al. 2021] [Paul and Masood 2024]. Esses desafios
incluem:

* Garantir a qualidade e a disponibilidade de conjuntos de dados robustos e repre-
sentativos, fundamentais para o treinamento e validacao de modelos confidveis
[Saboor et al. 2022] [Ghosh et al. 2021] [Paul and Masood 2024].

* A relevancia da selecdo e engenharia de caracteristicas pertinentes, que
impactam diretamente tanto a precisdo quanto a interpretabilidade dos
modelos [Saboor et al. 2022] [Ghosh et al. 2021] [Paul and Masood 2024]
[Gao et al. 2021].

* O aprimoramento da interpretabilidade, particularmente em modelos de Deep
Learning, para fortalecer a confianca e compreensdo dos profissionais de saide
[Paul and Masood 2024] [Husain et al. 2023].

* A validagdo rigorosa dos modelos em conjuntos de dados externos e diver-
sos, garantindo a generalizacdo e robustez das previsdes [Paul and Masood 2024]
[Reshan et al. 2023].

e O tratamento adequado do desbalanceamento de dados, um desafio recorrente
em conjuntos de dados médicos, que pode resultar em modelos enviesados
[Ravulapalli et al. 2023] [Paul and Masood 2024].

* A complexidade da integracdo desses modelos em sistemas de saide existen-
tes, considerando as questdes de usabilidade, ética e privacidade dos pacientes
[Singh et al. 2024] [Paul and Masood 2024] [Husain et al. 2023].

Portanto, embora o campo da aplicacdo de Machine Learning na previsdo de
DCYV tenha apresentado avancos notdveis, o caminho para uma implementagdo clinica
ampla e confidvel exige um esforco continuo na superagdo dos desafios previamente
mencionados. Pesquisas futuras deverdo ndo apenas focar no desenvolvimento de mo-
delos com maior precisdo, mas também garantir a qualidade dos dados, aprimorar a in-
terpretabilidade, realizar validacOes rigorosas e considerar os aspectos praticos e €ticos
da aplicacdo desses modelos no contexto da satde cardiovascular [Singh et al. 2024]
[Paul and Masood 2024].
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