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diego.terasaka@sou.ufmt.br, patricia@ic.ufmt.br

Abstract. Camera traps serve as valuable tools for biomonitoring, enabling the
collection of large amounts of environmental data. However, this vast volume
of data requires efficient processing to extract relevant information. This study
presents a systematic mapping of recent publications that explore machine le-
arning models for automating this task. Convolutional neural networks (CNN)
based models dominate recent publications, with the YOLO series standing out
as the most frequently employed. Additionally, the metadata associated with the
images remains underutilized, despite its potential value.

Resumo. Armadilhas fotográficas atuam como ferramentas valiosas para o bi-
omonitoramento, permitindo a coleta de grandes quantidades de dados ambien-
tais. No entanto, esse grande volume de dados demanda um processamento efi-
ciente para a extração de informações relevantes. Este estudo apresenta um ma-
peamento sistemático de publicações recentes que exploram modelos de apren-
dizado de máquina para a automação dessa tarefa. Modelos baseados em redes
neurais convolucionais (CNNs) predominam publicações recentes, com a série
YOLO se destacando como a mais frequentemente implementada. Observa-se
ainda, um subaproveitamento de metadados potencialmente valiosos das captu-
ras.

1. Introdução
A utilização de armadilhas fotográficas para o biomonitoramento tem sido um valioso
recurso para facilitar a aquisição de imagens e vı́deos de animais em seus ambientes natu-
rais de forma não invasiva. Essas imagens permitem o acompanhamento das influências
humanas nos sistemas ecológicos [Buxton et al. 2018] e a coleta de dados taxonômicos
pouco acessı́veis [Oliver et al. 2023]. No entanto, sua implementação produz um grande
volume de imagens a serem processadas para que a informação relevante seja extraı́da
[Glover-Kapfer et al. 2019].

Para estas tarefas de classificação, a automação por meio de sistemas de visão
computacional é capaz de acelerar esforços ecológicos de conservação diminuindo os
custos e tornando a função mais acessı́vel [Chalmers et al. 2023], além de possibilitar a
expansão de escopo dos projetos de supervisão ambiental [Tuia et al. 2022].

Este mapeamento sistemático da literatura (MSL) tem como objetivo compilar
publicações de anos recentes que explorem soluções baseadas em modelos de aprendizado



de máquina para tarefas de classificação de imagens obtidas por armadilhas fotográficas.
Também são apresentadas as métricas alcançadas, a fim de fornecer um panorama sobre
os resultados de métodos contemporâneos na automação dessa etapa em ações de biomo-
nitoramento, além de destacar possı́veis lacunas de opções não exploradas pelos trabalhos
analisados.

Além desta introdução, três seções compõem este artigo: a seção 2 descreve a
metodologia adotada para o MSL, detalhando o planejamento por trás dos parâmetros de
busca e critérios de seleção. A seção 3 discute os dados obtidos, identificando os padrões
notados. A seção 4 traz as conclusões do estudo, definindo o espaço para pesquisas futu-
ras.

2. Metodologia

Como um MSL, este estudo procura reunir evidências a fim de estabelecer uma visão de
alto nı́vel sobre a área de conhecimento. Seguindo esta definição e estrutura apresenta-
dos por Kitchenham e Charters (2007), a metodologia deste estudo abre com a etapa de
planejamento onde são definidas as questões de pesquisa e os critérios de seleção. Em
seguida, esses critérios são aplicados às bases de dados para obter os trabalhos relevantes,
que posteriormente serão analisados.

2.1. Planejamento

A elaboração das questões de pesquisa visa estabelecer as perguntas que orientarão todas
as etapas subsequentes do estudo. A partir delas, são elaborados a string de busca e os
critérios de seleção para garantir que os estudos analisados sejam relevantes para o escopo
da pesquisa. Desta forma, este trabalho busca responder às seguintes questões:

1. Quais soluções baseadas em aprendizado de máquina têm obtido os melhores re-
sultados na classificação de fotografias de armadilhas fotográficas?

2. O quão eficazes têm sido as soluções baseadas em aprendizado de máquina para a
análise de fotografias de armadilhas fotográficas?

Com base nestas questões formuladas, os parâmetros de busca e a seleção sub-
sequente foram definidos para garantir a inclusão de artigos que atendam aos seguintes
critérios:

(i) Referente à classificação de fotografias.
(ii) Referente a fotografias de animais.

(iii) Referente a modelos de aprendizado de máquina.
(iv) Apresenta resultados de implementações dos métodos de aprendizado de máquina.
(v) Publicado em um perı́odo recente.

A string de busca foi então composta por palavras-chave como parâmetros perti-
nentes aos critérios (i), (ii), (iii) e (iv) como listados na Tabela 1, enquanto o critério (v)
foi efetivado através de filtros nas ferramentas de busca de cada fonte de dados. Os com-
ponentes “detection” e “model” são adicionados à string em casos onde os parâmetros
originais não foram suficientes para uma filtragem robusta.



Tabela 1. Componentes da string de busca

2.2. Seleção
As buscas por publicações foram realizadas nas bibliotecas digitais IEEE Xplore utili-
zando a string de busca base e ScienceDirect utilizando a string com os dois componentes
adicionais, resultando em 41 e 187 artigos respectivamente, para um total de 228 como
ilustrado na Figura 1.

Após esta busca inicial, os resultados foram filtrados por ano de publicação con-
forme o critério de recência (v) estabelecido no planejamento. O recorte de tempo entre
janeiro de 2022 e fevereiro de 2025 preservou os 165 artigos totais publicados nos últimos
três anos. Por fim, uma triagem manual de acordo com os demais critérios de inclusão
resultou na seleção de um total de 26 artigos como produtos finais.

3. Resultados
A Tabela 2 apresenta o conjunto final de artigos. Dos estudos selecionados foram ex-
traı́dos os modelos de maior eficácia segundo as métricas definidas em cada trabalho
juntamente às suas respectivas performances. Para os casos onde múltiplas métricas são
providenciadas, priorizou-se a métrica de precisão média por classe (mean average preci-
sion - mAP) por ser a mais predominante.

Os métodos selecionados foram categorizados conforme sua finalidade na tarefa
de classificação. Denotadas como classificação de “presença” estão as implementações
responsáveis por detectar a presença das espécies-alvo nas imagens de entrada, enquanto
as implementações pertinentes à classificação de “espécie” têm como tarefa adicional
classificar o indivı́duo detectado entre um conjunto de classes conhecidas.

Para análises voltadas às questões de pesquisa estabelecidas, as Figuras 2 e 3 vi-
sualizam contagens dos modelos selecionados dentre os dados extraı́dos. Note que como
de cada trabalho foi extraı́do apenas o modelo de maior resultado, estudos que avaliaram
múltiplos métodos não têm todos eles representados na contagem. Esses levantamentos
oferecem uma visão panorâmica da distribuição dos métodos de classificação.



Figura 1. Processo de seleção de trabalhos

Redes neurais convolucionais (CNNs) são a base da maioria dos métodos imple-
mentados. Com exceção de um único trabalho [Kumar et al. 2022] que emprega regressão
logı́stica, todos os demais utilizam arquiteturas baseadas em CNNs, consolidando essa
tecnologia como a abordagem padrão para objetivos como esse.

Entre essas abordagens, a série YOLO (You Only Look Once) predomina am-
bas as tarefas analisadas, com versões e modificações do modelo apresentando o me-
lhor desempenho em 63% dos estudos de detecção e 53% de classificação, seguido pelo
uso do MegaDetector para detecção e de modelos baseados na arquitetura ResNet para
classificação de espécies.

Considerando os modelos mais comuns, YOLOv8 apresenta precisão média entre
92% [Liu et al. 2024] e 99% [Trevathan et al. 2025] para detecção, enquanto YOLOv5
alcança de 79% [Njathi et al. 2023] a 95% [Ansari et al. 2024; Balkana et al. 2024] para
classificação. A diversidade de tarefas e métricas impossibilita cálculos ou comparativos
abrangentes destas performances, mas os resultados explorados em trabalhos publicados
estabelecem um referencial para futuras investigações na área.

Muitos dos trabalhos experimentam com diferentes algorit-
mos [Boukar et al. 2024, Roy et al. 2023, Bakana et al. 2024] ou versões
[Trevathan et al. 2025, Huang et al. 2023] para avaliações de performance, mas ne-
nhum explora o prospecto de abordagens baseadas em combinação de resultados
(ensemble approaches) entre diferentes modelos, mesmo em contextos onde a velocidade
de operação em tempo real não é um requisito.



Tabela 2. Trabalhos selecionados
Tı́tulo Espécies-alvo Método Performance Classificação Referência
Animal species detection and classification framework based on modified multi-scale at-
tention mechanism and feature pyramid network

Rinocerontes, zebras,
búfalos, elefantes

ResNet-50 0.87 mAP Espécie Ukwuoma et al. (2022)

Automated detection and classification of southern African Roman seabream using mask
R-CNN

Peixes Mask R-CNN 0.8 mAP Espécie Conrady et al. (2022)

Automatic detection for the world’s rarest primates based on a tropical rainforest environ-
ment

Gibões YOLOv3 0.8 mAP Presença Wang et al. (2022)

Human vs. machine: Detecting wildlife in camera trap images Renas, aves, roedores, ra-
posas

MegaDetector 0.97 F1 Presença Leorna e Brinkman (2022)

Identification of Endangered Animal species of Pakistan using Classical and Ensemble
Approach

Cabras, Ursos, Leopardos Regressão Logı́stica 0.92 F1 Espécie Kumar et al. (2022)

Shark detection and classification with machine learning Tubarões VGG16 0.91 F1 Presença Jenrette et al. (2022)
An Accurate and Fast Animal Species Detection

System for Embedded Devices
Ursos, pumas, cervos, ca-
bras

YOLOv4 0.89 mAP Espécie Ibraheam et al. (2023)

Automated wildlife image classification: An active learning tool for ecological applicati-
ons

Lebres, raposas, cervos,
etc.

MegaDetector 0.98 mAP Presença Bothmann et al. (2023)

Camera with Artificial Intelligence of Things (AIoT) Technology for Wildlife Camera
Trap System

Cervos YOLOv3 0.94 acurácia Espécie Huang, Lin e Liu (2023)

Comparison of two individual identification algorithms for snow leopards (Panthera un-
cia) after automated detection

Leopardos YOLOv2 0.94 AP Presença Bohnett et al. (2023)

DeepWILD: Wildlife Identification, Localisation and estimation on camera trap videos
using Deep learning

Cabras, cervos, raposas,
etc.

MegaDetector 0.73 mAP Espécie Simões, Bouveyron e Precioso (2023)

Efficient Camera Trap Image Annotation Using YOLOv5 Impalas YOLOv5 0.79 mAP Espécie Njathi et al. (2023)
Human Wildlife Conflict Mitigation Using YOLO Algorithm Rinocerontes, Elefantes,

Tigres, etc.
YOLOv4 0.94 mAP Espécie Leonid et al. (2023)

Wild Animal Detection using YOLOv8 Leões, tigres, leopardos,
ursos

YOLOv8 0.94 mAP Presença Dave et al. (2023)

WilDect-YOLO: An efficient and robust computer vision-based accurate object localiza-
tion model for automated endangered wildlife detection

Ursos, pinguins, elefantes,
etc.

YOLOv4 0.96 mAP Presença Roy et al. (2023)

Wildlife Species Recognition Using Deep Learning Gado, Pássaros, Cervos,
etc.

ResNet-34 0.7 mAP Espécie Salomón et al. (2023)

Adaptive image processing embedding to make the ecological tasks of deep learning more
robust on camera traps images

Ursos, pumas, javalis, etc. YOLOv3 0.86 mAP Espécie Yang, Tian e Zhang (2024)

Animal Identity Recognition using Object Detection Techniques Macacos YOLOv5 0.95 mAP Espécie Ansari et al. (2024)
Benchmarking wild bird detection in complex forest scenes Aves Cascade R-CNN 0.70 mAP Presença Song et al. (2024)
Camouflage detection: Optimization-based computer vision for Alligator sinensis with
low detectability in complex wild environments

Jacarés YOLOv8 0.92 mAP Presença Liu et al. (2024)

Improving the Accuracy of Animal Species Classification in Camera Trap Images Using
Transfer Learning

Búfalos, felinos, cervos,
etc.

GoogLeNet 0.86 F1 Espécie Boukar et al. (2024)

Object classification and visualization with edge artificial intelligence for a customized
camera trap platform

Pássaros, linces, gambás,
etc.

MobileNetV2 0.91 F1 Espécie Nazir e Kaleem (2024)

Vehicle-camel collisions in Saudi Arabia: Application of single and multi-stage deep
learning object detectors

Camelos YOLOv3 0.98 mAP Presença Alghamdi, Algethami e Tan (2024)

WildARe-YOLO: A lightweight and efficient wild animal recognition model Rinocerontes, guepardos,
leões, etc.

YOLOv5 0.95 mAP Espécie Bakana, Zhang e Trala (2024)

A computer vision enhanced IoT system for koala monitoring and recognition Coalas YOLOv8 0.99 mAP Presença Trevathan et al. (2025)
Stray Dog Detection System using YOLOv5 Cães YOLOv5 0.93 mAP Espécie Bhosale et al. (2025)

Sendo os modelos mais empregados voltados somente à análise da imagem, os
métodos implementados deixam de explorar os metadados das capturas capazes de provi-
denciar contexto temporal e espacial, informações potencialmente valiosas para o moni-
toramento de espécies selvagens não nômades [Powell 2000].

4. Conclusão
Os procedimentos e resultados deste mapeamento sistemático da literatura visam iden-
tificar as soluções baseadas em aprendizado de máquina empregadas na classificação de
imagens de armadilhas fotográficas e sua eficácia. Os resultados salientam o domı́nio
de arquiteturas baseadas em CNNs, com destaque à série YOLO que apresenta maior
desempenho na maioria dos estudos.

Ainda que a falta de padronização das métricas de avaliação tenha limitado
comparações quantitativas diretas, os achados deste trabalho fornecem um panorama
abrangente sobre as abordagens predominantes na área. Além disso, observou-se uma
ausência de estratégias baseadas em combinação de resultados (ensemble) e um subapro-
veitamento de metadados das capturas capazes de contextualizar as entradas de forma
valiosa para a detecção.

Este trabalho presta então referência para futuros estudos que apliquem os
métodos identificados em novos conjuntos de dados, comparem resultados ou ampliem
o escopo explorando abordagens hı́bridas e contextuais na automação da análise de arma-
dilhas fotográficas.



Figura 2. Gráfico de barras da contagem de modelos empregados na detecção

Figura 3. Gráfico de barras da contagem de modelos empregados na
classificação
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