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Abstract. This paper presents the results of a systematic mapping of literature
about applied research on machine learning techniques for intrusion detection
in Wi-Fi networks. Our goal is to identify the main algorithms and datasets used
and which performance metrics were adopted. Studies published since 2020
were analyzed, focusing on anomaly detection methods and machine learning-
based intrusion detection systems (IDS). The results of this paper could assist
researchers and information security professionals in developing more effective
solutions and selecting appropriate approaches to enhance Wi-Fi network pro-
tection.

Resumo. Este artigo apresenta os resultados de um mapeamento sistemático de
pesquisas que aplicam técnicas de aprendizado de máquina para a detecção de
intrusão em redes Wi-Fi. O mapeamento tem como objetivo identificar os prin-
cipais algoritmos utilizados, as bases de dados mais empregadas para treinar
os modelos e as métricas de desempenho adotadas. Foram analisados estudos
publicados a partir de 2020, com foco em métodos de detecção de anomalias e
sistemas de detecção de intrusão (IDS) baseados em aprendizado de máquina.
Os resultados deste estudo podem auxiliar pessoas pesquisadoras e profissio-
nais da área de segurança da informação no desenvolvimento de soluções mais
eficazes e na escolha de abordagens adequadas para aprimorar a proteção de
redes Wi-Fi.

1. Introdução
Os Sistemas de Detecção de Intrusão (IDS) são de grande importância em uma sociedade
cada vez mais conectada, uma vez que servem para monitorar e identificar atividades
anômalas em rede, procurando manter a integridade, confidencialidade e disponibilidade
dos dados [Liu and Lang 2019]. Com isso, inúmeros modelos e métodos de IDS surgiram
para ajudar na segurança cibernética.

Este artigo, desenvolvido como trabalho da disciplina de Metodologia Cientı́fica
do curso de Ciência da Computação, realiza um mapeamento sistemático a fim de iden-
tificar os modelos de Aprendizado de Máquina mais frequentes em IDS’s aplicados em
redes Wi-Fi, seguindo a metodologia PICOC [Kitchenham 2007]. Essa metodologia foi
escolhida por ser uma metodologia de revisão sistemática da literatura para a área da



ciência da computação. O objetivo com a realização deste mapeamento é fornecer uma
visão abrangente dos diferentes algoritmos, banco de dados e métricas de desempenho
utilizados nesta área, destacando suas principais caracterı́sticas e desafios reportados nos
artigos.

O trabalho está organizado da seguinte forma: na Seção 2 descreve-se a metodo-
logia aplicada na pesquisa. A seguir, na Seção 3 apresentam-se os resultados encontrados,
com uma discussão sobre as principais tendências observadas na literatura. Finalmente,
na Seção 4 conclui-se com as limitações e sugestões para trabalhos futuros.

2. Metodologia
O mapeamento sistemático conduzido neste estudo seguiu as recomendações da metodo-
logia PICOC [Kitchenham 2007] e foi dividido em três fases principais: planejamento,
condução e extração de resultados.

Para garantir a organização e eficiência do processo, foi utilizada a ferramenta
Parsifal1, que auxiliou na gestão das referências, na aplicação dos critérios de seleção e
análise dos estudos. O mapeamento realizado teve como objetivo responder às seguintes
questões de pesquisa (QP):

• QP01: Quais são os principais algoritmos de aprendizado de máquina utilizados
na detecção de intrusão em redes Wi-Fi?

• QP02: Quais conjuntos de dados são mais frequentemente empregados para trei-
nar e avaliar modelos de detecção de intrusão em redes Wi-Fi?

• QP03: Quais métricas de desempenho são mais utilizadas para avaliar a eficácia
dos modelos?

2.1. Planejamento

Na etapa de planejamento, foi estabelecido o protocolo de revisão sistemática
para definir as diretrizes a serem seguidas ao longo do estudo. O proto-
colo incluiu as questões de pesquisa mencionadas anteriormente, a string de
busca ("Artificial Intelligence"OR "Machine Learning") AND
("Anomaly Detection"OR "Intrusion Detection System"OR
"IDS") AND ("NSL-KDD"OR "KDD99").

A partir da string de busca, foram definidas as bases de dados cientı́ficas que
seriam utilizadas no mapeamento: IEEE Xplore e Science Direct. A escolha dessas bases
foi baseada em abrangência e relevância na área de Ciência da Computação, além de
serem bases de acesso aberto dentro da instituição executora da pesquisa.

Os critérios de inclusão (CI) definidos foram:

• CI01: Artigos publicados a partir do ano de 2021, para garantir a relevância dos
métodos atuais.

• CI02: Estudos primários que aplicam técnicas de aprendizado de máquina para
detecção de intrusão em redes Wi-Fi

• CI03: Estudos que apresentam avaliação quantitativa dos modelos (ex.: precisão,
recall, F1-score)

1Parsifal https://parsif.al/

https://parsif.al/


• CI04: Trabalhos que utilizam conjuntos de dados públicos, tais como NSL-KDD,
AWID, KDD’99, entre outros.

E os critérios de exclusão (CE) também foram estabelecidos, a saber:

• CE01: Estudos indisponı́veis em inglês ou português.
• CE02: Estudos que não utilizam aprendizado de máquina para detecção de in-

trusão.
• CE03: Estudos secundários, como revisões sistemáticas, surveys ou meta-análises
• CE04: Trabalhos com acesso restrito ou sem texto completo disponı́vel.
• CE05: Trabalhos que analisam apenas redes cabeadas (wired networks), sem foco

em Wi-Fi.
• CE06: Estudos não quantitativos.

2.2. Classificação e Seleção dos Artigos
Conforme ilustrado na Figura 1, após a aplicação da string de busca, foram encontrados
360 artigos publicados entre 2021 e 2024, provenientes nas bases IEEE Digital Library
e Science@Direct. Em seguida, identificaram-se e removeram-se os artigos duplicados,
resultando em 334 artigos.

Após essa etapa, realizou-se a leitura dos tı́tulos e resumos dos artigos, e com
base nos critérios de inclusão (CI) e exclusão (CE), foram eliminados aqueles que não
atendiam aos requisitos, restando 68 artigos.

Além disso, para avaliar a aderência dos artigos aos critérios de inclusão, foi em-
pregada uma planilha contendo perguntas especı́ficas, elaboradas com base nos critérios
estabelecidos. Essas perguntas, embora não sejam as mesmas que as questões de pes-
quisa (QP), estão diretamente relacionadas aos critérios de inclusão (CI). Cada artigo foi
classificado de acordo com sua correspondência a essas perguntas, utilizando a seguinte
escala:

• 0: Quando o artigo não atendia ao critério.
• 0,5: Quando o artigo era neutro ou apresentava informações parciais relacionadas

ao critério.
• 1: Quando o artigo atendia plenamente ao critério.

Após a classificação por pares, foram selecionados para análise apenas os artigos
que obtiveram uma pontuação total superior a 0,8 em relação aos critérios de inclusão e
que não zeraram a primeira pergunta: “O estudo apresenta um objetivo claro relacionado
à detecção de intrusão em redes Wi-Fi usando aprendizado de máquina?”. Essa aborda-
gem permitiu filtrar os estudos mais alinhados aos objetivos do mapeamento. No total, 9
artigos atenderam a esse critério e foram incluı́dos na análise final.

3. Discussão e Resultados
Nesta seção, serão apresentados e discutidos os principais resultados obtidos a partir da
análise dos dados coletados no mapeamento. O objetivo é compreender as tendências e os
padrões identificados, bem como suas implicações para o campo de estudo em questão.

Em relação à primeira pergunta de pesquisa,“Quais são os principais algoritmos
de aprendizado de máquina utilizados na detecção de intrusão em redes Wi-Fi”, os dados
revelaram os seguintes resultados:



Figura 1. Fluxograma de seleção dos artigos.

Figura 2. Frequência dos algoritmos utilizados nas pesquisas.

Conforme a Figura 2, o levantamento identificou 21 algoritmos utilizados em mo-
delos de detecção de intrusões. O algoritmo mais utilizado foi a CNN (Convolutional
Neural Network), presente em 3 (14,29%) modelos do total. A CNN é por sua vez a



Figura 3. Utilização das bases de dados nas pesquisas.

mais escolhida como demonstrado na Tabela 1, por sua capacidade de identificar padrões
complexos em dados, como tráfego de rede, de forma eficiente. Ela usa camadas convo-
lucionais para extrair caracterı́sticas importantes e pode ser combinada com mecanismos
de atenção, como em [ALR ].

Em seguida, os algoritmos Naive Bayes e SVM (Support Vector Machine) fo-
ram os segundos mais utilizados, cada um aparecendo em 2 (9,52%) trabalhos. Se-
gundo [Wisanwanichthan and Thammawichai 2021], o Naive Bayes foi aplicado para de-
tectar ataques comuns, enquanto o SVM foi usado para identificar ataques complexos,
alcançando uma acurácia de 88,97%.

Os algoritmos CNN, Naive Bayes e SVM são frequentemente usados em IDS para
redes Wi-Fi por algumas razões relacionadas às caracterı́sticas dos ataques, à natureza dos
dados de tráfego de rede e às capacidades desses modelos, a saber:

• CNN: As CNNs são excelentes para identificar padrões complexos e carac-
terı́sticas espaciais nos dados. Além disso, ataques em redes Wi-Fi podem ter as-
sinaturas sutis que exigem um modelo capaz de capturar relações não triviais entre
os dados, algo que CNNs fazem bem. Quando treinadas com grandes conjuntos de
dados, CNNs podem aprender a diferenciar tráfego normal de tráfego malicioso
sem precisar de extração manual de caracterı́sticas [Alrayes et al. 2024].

• Naive Bayes: O modelo Naive Bayes é leve computacionalmente e eficiente para
classificações rápidas. Este modelo possui boa generalização para tráfego catego-
rizado, uma vez que muitos ataques podem ser descritos por padrões estatı́sticos
distintos, a abordagem probabilı́stica do Naive Bayes pode ser útil na detecção de
anomalias baseadas em distribuições de frequência. O Naive Bayes também pode
oferecer uma boa interpretabilidade, o que é útil para análise forense de intrusões
[Yang 2018].

• SVM: O SVM é útil quando o conjunto de dados de treinamento não é muito
grande, algo comum em detecção de intrusão quando não há muitos exem-
plos rotulados de ataques. Este modelo possui capacidade de lidar com da-
dos de alta dimensionalidade e o SVM pode separar classes eficazmente em



espaços de alta dimensão. Por fim, o SVM usa margens máximas para en-
contrar a melhor fronteira de decisão entre tráfego normal e intrusivo, sendo
particularmente eficaz quando há distinções bem definidas entre essas classes
[Wisanwanichthan and Thammawichai 2021].

Os 14 algoritmos restantes foram encontrados em apenas 1 modelo cada, repre-
sentando 66,67% do total. Esses algoritmos incluem: Biogeography-Based Optimization
Algorithm, Transformer, Regressão Logı́stica (LR), Árvore de Decisão, Random Forest,
Perceptron Multicamadas, Algoritmo Genético, Temporal Convolutional Network, Long
Short-Term Memory, ANU-Net, U-Net, Black Hole Algorithm e Firefly Algorithm. A
Tabela 1 apresenta a listagem dos algoritmos utilizados em cada um dos trabalhos anali-
sados.

Como demonstrado na Figura 3, o conjunto de dados NSL-KDD foi o
mais utilizado, representando 46,2% do total (6 ocorrências) [Jiang et al. 2024],
[ALR ], [Assy et al. 2023], [Babu and Rao 2023], [Yong and Gao 2023] . Em seguida,
os conjuntos CIC-IDS2017 e CSE-CIC-IDS2018 apresentaram 23,1% de utilização
(3 ocorrências) [Babu and Rao 2023], [Jiang et al. 2024], [Çetin 2022] e 15,4% (2
ocorrências) [Babu and Rao 2023], [Ashiku and Dagli 2021] de uso, respectivamente.
Por fim, tanto o conjunto KDD99 [Ashiku and Dagli 2021] quanto o UNSW-NB15
[Mezina et al. 2021] apresentaram 7,7% (1 ocorrência) de uso.

Essa distribuição indica uma preferência significativa pelo conjunto NSL-KDD,
possivelmente por seus avanços em comparação ao KDD99, que, embora amplamente
adotado, apresentava deficiências relevantes, como um excesso de dados redundantes
e repetidos. O NSL-KDD superou essas limitações ao eliminar registros duplicados,
resultando em um conjunto de dados mais equilibrado e representativo. Além disso,
promoveu uma distribuição mais adequada entre tráfego normal e ataques, assegurando
que os diferentes nı́veis de complexidade das amostras maliciosas fossem distribuı́dos
de forma mais homogênea entre os conjuntos de treinamento e teste. Esses aprimora-
mentos tornam o NSL-KDD uma base mais confiável para a avaliação de métodos de
detecção de anomalias, possibilitando comparações mais precisas entre diversas aborda-
gens de machine learning.conferindo maior relevância no contexto das pesquisas analisa-
das. [Wisanwanichthan and Thammawichai 2021]

As bases de dados NSL-KDD, CIC-IDS2017 e CSE-CIC-IDS2018 são ampla-
mente utilizadas para treinar e avaliar modelos de Aprendizado de Máquina aplicados à
detecção de intrusões em redes Wi-Fi porque possuem caracterı́sticas, tais como: cenários
realistas de ataques e conjunto balanceado de tráfego normal e tráfego malicioso, que as
tornam adequadas para esse cenário:

• NSL-KDD: Contém um conjunto balanceado de ataques conhecidos e tráfego
legı́timo, permitindo que os modelos aprendam a distinguir os padrões com maior
precisão. Classifica ataques em quatro categorias principais: DoS (Denial of Ser-
vice), Probe, U2R (User to Root) e R2L (Remote to Local), cobrindo uma ampla
gama de ameaças reais. É relativamente pequena e fácil de processar, sendo ideal
para experimentos rápidos e comparação de algoritmos [Alrayes et al. 2024].

• CIC-IDS2017: Inclui dados de fluxo de rede extraı́dos de pacotes, fornecendo
um contexto mais rico para a detecção de anomalias. Contém registros completos
de tráfego em protocolos essenciais de redes Wi-Fi, como HTTP, HTTPS, FTP,



SSH e DNS. Permite a criação de modelos mais robustos, pois cobre variações de
ataques modernos, algo essencial para sistemas Wi-Fi que estão sujeitos a ataques
avançados [Jiang et al. 2024].

• CSE-CIC-IDS2018: Representa tráfego de rede mais recente, refletindo ameaças
emergentes que podem comprometer a segurança de redes sem fio. Possui um
grande volume de dados, permitindo o treinamento de modelos mais complexos,
como Redes Neurais Profundas (DNN) e CNN. Inclui tanto tráfego normal quanto
tráfego malicioso etiquetado, facilitando a avaliação de desempenho dos modelos
[Babu and Rao 2023].

Na terceira parte da pesquisa, foram identificadas 11 métricas de desem-
penho utilizadas para avaliar a eficácia dos modelos como é mostrado na Ta-
bela 2. A acurácia foi a mais comum, presente em todos os artigos, por medir a
proporção de previsões corretas. O F1-score apareceu em 8 artigos [Assy et al. 2023],
[Babu and Rao 2023], [Jiang et al. 2024], [Mezina et al. 2021], [Yong and Gao 2023],
[Wisanwanichthan and Thammawichai 2021], [Çetin 2022], [ALR ], combinando pre-
cisão e recall. Outras métricas também citadas foram: Matriz de confusão, Precisão e
Recall onde apareceram em [Assy et al. 2023], [Babu and Rao 2023], [Jiang et al. 2024],
[Mezina et al. 2021], [ALR ], [Wisanwanichthan and Thammawichai 2021],
[Çetin 2022]. FAR em [Wisanwanichthan and Thammawichai 2021]. G-mean, BAS e
Especificidade em [Çetin 2022]. Matthews Correlation Coefficient e Kappa Score em
[Babu and Rao 2023].

Tabela 1. Modelos de IDS e seus respectivos autores

Modelo Acurácia Autor
CNN 99,72% [ALR ]
CNN 92,20% [Assy et al. 2023]

ANU-Net 98,00% [Babu and Rao 2023]
BBO + Transformer 99,10% [Jiang et al. 2024]

Black Hole Algorithm (BHA) + Firefly Algorithm (FA) 86,10% [Yong and Gao 2023]
Naive Bayes + SVM 88,97% [Wisanwanichthan and Thammawichai 2021]

Temporal Convolutional Network (TCN) 97,00% [Mezina et al. 2021]
CNN 94,40% [Ashiku and Dagli 2021]

SVM + Árvore de Decisão
Algoritmo Genético + Regressão Logı́stica 91,00% [Çetin 2022]
Random Forest + Perceptron Multicamadas

Tabela 2. Frequência das métricas utilizadas nos estudos

Métrica Frequência
Acurácia 9
F1-Score 8
Recall 7
Precisão 7
Matriz Confusão 7
Kappa Score 1
Taxa de Alarme Falso 1

As métricas acurácia, F1-score, matriz de confusão, precisão e recall são ampla-
mente utilizadas para avaliar modelos de aprendizado de máquina para detecção de in-



trusão em redes Wi-Fi porque fornecem uma visão abrangente do desempenho do sistema
em um problema de classificação desbalanceada e sensı́vel a falsos positivos e falsos ne-
gativos. Quando essas métricas são usadas juntas, podem oferecer uma visão equilibrada
do desempenho do modelo para este cenário, sendo ideal otimizar F1-score, precisão e
recall para equilibrar a detecção de ameaças sem gerar muitos alarmes falsos.

4. Conclusão
Este trabalho apresentou um mapeamento sistemático sobre Sistemas de Detecção de In-
trusão Baseados em Aprendizado de Máquina para Redes Wi-Fi, com auxı́lio da metodo-
logia PICOC [Kitchenham 2007].

Foram avaliados 9 artigos, quantidade limitada devido ao prazo curto para desen-
volvimento do trabalho, destacando-se o uso do modelo CNN como o mais frequente e
eficaz, com acurácia superior a 90%. Modelos clássicos, como Naive Bayes Classifier
e Support Vector Machine, também foram utilizados para obter resultados satisfatórios.
Esses achados sugerem que futuras pesquisas aprofundem o uso de CNNs ou explorem
abordagens hı́bridas, enquanto usuários podem considerar esses modelos para aumentar a
segurança em redes Wi-Fi.

Quanto às bases de dados, o conjunto NSL-KDD foi o mais utilizado, aparecendo
em 46,2% dos estudos, seguido pelo CIC-IDS2017 e CSE-CIC-IDS2018. A preferência
pelo NSL-KDD deve-se às suas vantagens em relação ao KDD99, como a eliminação de
redundâncias e um melhor equilı́brio entre tráfego normal e malicioso, caracterı́sticas que
o tornam uma referência para testes em detecção de intrusões.

Sobre as métricas de avaliação, a acurácia foi a mais frequente, presente em todos
os trabalhos analisados. Outras métricas importantes foram F1-score, matriz de confusão,
precisão e recall, fundamentais para avaliar modelos em contextos de dados desbalancea-
dos, como é comum em detecção de intrusões em redes Wi-Fi.

Apesar dos avanços, a detecção de intrusões em redes Wi-Fi ainda enfrenta
desafios, especialmente quanto à alta dimensionalidade dos dados, exigindo um pré-
processamento eficiente. Estudos futuros podem desenvolver novas arquiteturas baseadas
em aprendizado de máquina para otimizar esse processo, preservando as caracterı́sticas
mais relevantes, como observado nos datasets KDD99 e NSL-KDD.
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