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Abstract Networked Music Performances (NMP) and the live streaming of
This paper presents the architecture of an Extended Reality (XR) musical concerts to remote audiences [15, 25]. This growth is largely
system for real-time streaming and spatial rendering of live music supported by advances in hardware and software technologies that
performances, along with a comprehensive setup for the acquisition underpin NMP systems [14, 16], as well as by broader access to
of multichannel audio and three-dimensional performer motion high-bandwidth infrastructure [19].

data. The system enables remote users to experience live perfor- NMP systems have gained substantial traction in both research
mances in immersive virtual environments, where each musician and industry, especially following the global pandemic, which accel-
is represented by an avatar. Audio input is captured via a digital erated the demand for remote, real-time collaboration tools. These
mixing console, enabling the transmission of synchronized multi- systems allow geographically distributed musicians to rehearse
track audio streams using low-latency networking protocols. These and perform synchronously across networks. While the technical
streams are spatially rendered within a 3D scene using advanced feasibility of NMP has improved significantly over the past decade,
audio spatialization techniques integrated into standard real-time a core challenge persists: replicating the perceptual quality and

engines such as Unity. The system also supports bidirectional inter- interpersonal engagement of co-located performances.
action: audience-generated audio feedback (e.g., cheering, clapping, Three main technical domains are central to addressing this
or singing) is captured, spatially processed, and reintroduced into challenge: spatial audio rendering, latency minimization, and the
the performance environment, enhancing performer-audience en- enhancement of presence and immersion in virtual environments.
gagement through immersive, real-time crowd response. The archi- Spatial audio technologies are critical for maintaining the spatial
tecture was set-up and initially tested in a real concert environment coherence and realism necessary in musical collaboration. Head-
at the Rockstadt Club in Brasov, Romania, with the occasion of a Related Transfer Functions (HRTF) [22] and Ambisonics [21] have
live blues concert in 2024. emerged as dominant paradigms for real-time, three-dimensional
audio rendering. Spatial audio engines such as Steam Audio [20]
Keywords and Resonance Audio [11] enable dynamic scene rendering based

on listener orientation and sound source location. Studies such as

Extended Reality, Multi-Channel Audio, Virtual Environment o o
[2] demonstrate that spatialized sound can significantly enhance
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unstable at delays above 20-30 ms [4, 16]. To address this, various
strategies have been employed, including audio buffer tuning, Qual-
ity of Service (QoS) optimization, and edge computing approaches
[17]. State-of-the-art platforms like Soundjack [1] and LoLa [6] ex-
emplify systems capable of achieving sub-30 ms round-trip latencies

1 Introduction

The recent years catalysed a significant and still-growing interest in under optimal conditions. The emergence of high-speed network
remote and interactive audio production applications, both among infrastructures, both fixed and mobile, has further enhanced the fea-
end users and within the audio industry [8, 10, 13]. This trend has sibility of real-time collaboration across wider geographic distances
also attracted considerable attention from the research community, [7, 19].
with several studies investigating the technical, experiential, and Last but not least, the question of presence - how performers
artistic implications of such systems [3, 5, 9]. In the last five years perceive each other and the performance environment —has also
there has been a marked increase in experimental events such as attracted increasing attention. Beyond audio fidelity, systems are
beginning to integrate multimodal features such as spatial video,
3D avatars, and haptic feedback to more closely approximate the
This work is licensed under a Creative Commons Attribution 4.0 International License. embodied experience of live, in-person collaboration [12, 18, 23].

ACM IMX Workshops, June 3 - 6, 2025.
© 2025 Copyright held by the author(s).
https://doi.org/10.5753/imxw.2025.8520

26



ACM IMX Workshops, June 3 - 6, 2025

In this paper, we present the initial set-up for immersive music
performances together with the inherent limitations, the lessons
learned, the envisioned architecture and the first performed tests.

The remainder of this paper is organized as follows: Section 2 de-
scribes the HEAT project and the XR Blues pilot. Section 3 presents
the initial set-up while Section 4 describes system architecture and
the initial performed measurements. Section 5 illustrates the per-
formed tests and Section 6 draws the conclusions and presents the
future research to be performed.

2 The HEAT Project

Funded under the European Union’s Horizon Europe programme,
the HEAT project investigates novel paradigms for immersive telep-
resence by enabling users to be virtually transposed into photore-
alistic, navigable 3D environments. These environments support
both remote and co-located users, allowing for shared experien-
tial immersion independent of physical location. The project inte-
grates a range of advanced technologies—including point cloud and
holographic rendering, multi-sensory media delivery, and social
XR—within a low-latency, multi-user communication framework de-
signed to support real-time interaction, presence, and co-experience
across spatially distributed participants. The XR Blues pilot, one of
the four of the projects, focuses on the delivery of immersive live
concert experiences, both for remote and locally present users.

3 XR Blues Set-Up

The set-up for the XR Blues pilot is the Rockstadt Club in Brasov -
Romania, home of various concerts of rock-related genres. It fea-
tures a 8 X 6 meter raised stage, withe a metal rig on the front of
the stage, hosting lighting and sound equipment.

Figure 1: XR Blues Stage Setup

3.1 Audio-video and 3D capture

For the specific XR Blues Pilot, performed by brazilian guitarist
Fred Sunwalk and his band, the persons to be captured were three:
guitarist/vocalist, bassist and drummer, resulting in four separate
audio channels: each instrument plus the voice channel. The drums,
although captured with more microphones, were down-mixed for
the pilot’s purpose to one audio channel and captured as such.
During the soundcheck, the guitarist and the bassist were captured
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from the front and from the back with two Intel Realsense 515
RGB-D cameras, while the drummer, for stage-related reasons, was
captured from the side with the same number and type of cameras.
Figure 1 depicts the position of the cameras on the stage (the red
circles in the left and the top right frame) and also the pointcloud
captured by the camera in front of the singer (bottom right frame).
Each two cameras corresponing to one performer were connected
via a USB cable to a PC where the RGB and the depth data was
recorded. All the six cameras onstage were synchronized by an
external trigger which allowed the simultaneous start of the six
recordings. The three PCs were connected in an Ethernet LAN via
a Gigabyte switch.

3.2 3D environment

On the day after the concert, after the entire gear was unmounted,
the club environment was scanned using a drone which took a
series of 200 pictures to thoroughly map the entire environment,
converted subsequently in a mesh and a texture. This allowed us to
recreate the club in the Unity VR environment, together with the
avatars of the three musicians, appropriately placed on stage. Each
of the player’s avatars were mapped to the specific sound channel,
live captured during the rehearsals and the concert from the stage
mixer. Figure 2 illustrates the environment generated from the shot
photos (left) and the final result in form of the Unity environment,
populated with the specific avatars.

Figure 2: Stage Reconstruction and 3D Environment

3.3 5G Survey

Before and during soundcheck and concert, an extensive survey
of the 5G coverage in and around the club was performed by Or-
ange Romania, partners in the HEAT project, in order to assess the
feasibility of a 5G link with the Orange core Network. The first
results were encouraging both in terms of up- and downlink speed
and latency. It was determined that an external CPE (as part of
a Fixed Wireless Access solution) placed on the roof of the club
would deliver a much better performance in terms of latency and
throughput.

4 System Architecture

The proposed and implemented architecture, depicted in Figure 3,
is divided into three main layers: 1) Live Performance, 2) Cloud/Edge
Server, 3) End User. On the Live Performance side, the band is cap-
tures as described in section 3.1 with RBG-Depth cameras. The
RGB data, together with the information related to the depth, is
fed to the Position Capture block, where the data is preprocessed in
real-time in order to generate the complete 3D scene, allowing the
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Figure 3: System Architecture

extrapolation of the spatial information which is fed to the Video
Encoding block and also to the Spatial Audio Engine block. The
multitrack audio data is captured from the a Digital Audio Mixer
(in this case a Behringer X32 Compact mixer) and fed channel-wise
to the Audio Capture block.

The output of the main Live Performance layer consists therefore
of the live video data, the depth data and the multitrack live audio
data.

The Cloud/Edge Sever layer implements the necessary mechanisms
to synchronize the audio and video data (the A/V Multiplexing block)
and to build the entire 3D scene (the Scene Building block). All the
mechanisms are implemented in the cloud, using a micro-services
based architecture and the WebRTC communication protocol [24]).
The End User layer receives the data from the cloud through the
Decoding block and builds the 3D scene for the final user, rendering
the content for multiple devices, such as 3D headset or 2D screen, by
means of the XR Composition and the Avatar Rendering blocks. The
user is interacting with the scene through the rendering device,m
for example for the 3D headset the movement of the user is extrap-
olated directly by using the data delivered by the headset, while for
the 2D screen, the input from the keyboard or mouse is considered.
The end user’s audio is captured by using the 3D headset’s or the
built-in camera’s microphone, correlated with the user’s movement
in the Audio-Interaction block and synchronized by the Audio-Video
Synchronization block. The user’s audio feedback, as a separate
audio channel, is subsequently forwarded to the Cloud/Edge Server
layer where the delay is furthermore compensated by the A/V Delay
Processing block and then forwarded to the live performance.

In the Live Performance layer the audio is decoded, the delay is
again compensated to overcome network delays and then fed to the
Digital Audio Mixer as a dedicated input feedback channel. Based
on the spatial metadata, the audio feedback is panned by the digital
mixer (controlled by the mixer’s SDK) and fed to each musician’s
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monitoring line (e.g. monitor loudspeakers or in-ear monitors) to
simulate the movement of the user, creating a realistic audience
representation also on the musician’s side.

5 Testing and Results

To assess the proposed architecture with respect to connection
quality in ultra-low-latency immersive audio scenarios, we imple-
mented a subset of the system, specifically targeting the audio
transmission path between the content producer and the end user.
A Unity-based server was deployed in the cloud and configured
to stream four pre-recorded, lossless WAV audio tracks. On the
client side, users were able to explore a 3D environment hosted
by the Unity server, where each avatar corresponded to one of the
three musicians (bass, guitar and vocals, drums). The audio sources
were spatially rendered in real time, dynamically mapped to the
listener’s position relative to the virtual performers.

WebRTC was employed for audio transmission, and network perfor-
mance was monitored using Chrome’s WebRTC Internals diagnostic
tools. Two key metrics—total round-trip time and jitter—were used
to evaluate system performance under the defined low-latency con-
straints. The obtained values are in line with the ones mentioned in
the literature, but do not take into consideration also other process-
ing delays which are very much depending on the hardware and
software installed at the end points. Parallel measures were done
on the server’s side using Wireshark, yielding much higher values
for the round trip time, for example for the a value of 82 ms vs. the
3.68 ms of the WebRTC internals value.

6 Conclusion

This paper illustrates the first teste performed in the frame of the
XR Blues pilot of the HEAT research project. The initial set-up
allowed us to assess the inherent limitations related to recording of
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live RGB-D data from multiple cameras and the subsequent data
processing in terms of avatar creation and. Nevertheless, the first
test allowed us to concentrate on the immersive audio part and
the development of a suitable architecture for live feedback for
immersive music performances. First test in a controlled network
environment, demonstrated the initial feasibility of the architecture.
Future test will be performed using a 5G network in a controlled
end-to-end scenario and will include live streaming of audio and
video data.
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