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ABSTRACT

A project risk is an uncertain event or condition that, if achieved,
affects at least one of the project’s objectives. Technological risks
have different characteristics from ordinary risks. These risks are
typically more uncertain and subjective. Unfortunately, the litera-
ture is scarce regarding the presentation of technological risks. To
fill this gap, we conducted a Survey with specialists in the field to
assess the main risks and their impacts on software projects. As a
result, three risks were cited by more than 70% of experts:“Failed
to perform asynchronous tasks”, “Integration with plugins failed”,
and “Loss of connection in HTTP request”. Our study presents an
emerging study, as future work a case study is planned to collect
more information from the industry.
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1 INTRODUCTION

Risks are inherent in software development [24-26], and managing
them is crucial for the success of software projects [14, 18, 26, 39].
Risk management is a popular topic, being present in several indus-
try guidelines or standards [15, 17, 29, 32, 37]. The Project Manage-
ment Body of Knowledge (PMBOK) defines seven processes for risk
management [32], with activities from planning to risk monitoring.
Additionally, the ISO 31000 standard presents principles and recom-
mendations in five activities that address risks [17]. Good practices
and processes for managing risks can also be found in CMMI [29],
PRINCE2 [15], and the Scrum Guide [37].

Identifying project risks is one of the most challenging activ-
ities in risk management [6, 21, 26]. In industry, different meth-
ods are used for this purpose. Examples include graphic methods
(e.g., cause and effect diagrams [12, 34]), SWOT matrix [35], and
systematic methods (e.g., probability and impact matrix [40], and
checklists [38]). Furthermore, companies have applied intelligent
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techniques [30], including Artificial Intelligence and Data Analytics,
to support the identification of project risks [10, 13, 27, 31].

The literature contains several approaches for managing soft-
ware project risks focusing on distinct factors. Most risks are related
to factors such as requirements (e.g., duplication, clarity, ambigu-
ity of requirements), team formation (e.g., turnover, motivation,
skills), and aspects of the development process (e.g., management
knowledge, quality process, delivery information) [3, 8, 9]. How-
ever, there is a lack of solutions for managing technological risk
factors. Managing technological risks is essential to the success of
software projects. Technological risks have characteristics distinct
from regular ones [7, 16, 22]. Usually, these risks are more uncer-
tain and subjective [1, 4, 19]. Given the high volatility, accurately
predicting the impacts of technological risks is difficult [20, 28].

Dantas et al. [5] used Grounded Theory to identify the main
technological risks in software projects. The authors interviewed
experts from organizations that execute software projects and cre-
ated a catalog of twenty-two technological risks. However, no sec-
ondary studies have investigated the occurrence and impact of
these technological risks.

In this sense, we aim to expand the analysis by [5] in this work.
We used the catalog of technological risks in an online questionnaire
and asked participants to rate the frequency of these risks. We
received responses from 52 professionals from eighteen software
development companies. The remainder of the paper is organized
as follows: Section 2 presents the proposed methodology of the
paper. Section 3 consists of experimental results. In Section 4, we
discuss the conclusion of this work.

2 PROPOSED METHODOLOGY

Since the research question of this study aims to gather experts’
opinions, we chose a survey as our research instrument [23, 33]. We
designed the Survey to be as short as possible while still collecting
all relevant information [36]. In a previous work, Dantas et al. [5]
identified twenty-two technological risks in software projects. In
this work, we want to validate these risks with more professionals
through a Survey.

2.1 Survey Questions

We divided the survey into two parts. Table 1 presents the questions
we used to collect demographic information about respondents.
Table 2 shows the risks we evaluated in this research, using the
question: “What is your level of understanding of the following
risks in software projects?” and the possible answers. We drew
inspiration for several questions from other surveys [33].
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Table 1: Questions about the respondent’s demographic information

Question Text

Answer Choices

How old are you?

Which gender do you identify yourself with?
What is your highest education level?
How many years of software
development experience do you have?
What is your current position
in the company where you work?

#

[Male, Female, Prefer not to disclose]
[High school, Bachelors, Masters, Ph.D]
ess than a year, between one to five years,

Less th year, b five y

between six to ten years, more than ten years]

[Trainee, Jr. Developer, Full Developer,
Senior Developer, Architect, Manager]

Table 2: Risks evaluated in this research

Risks

Answer Choises

Integration with plugins failed

Failed to close notification cycle

Two Phase Commit

Fail with hotspots in third-party app
Configuration loss in versioning
Connection failed to view media

Loss of data stored on hybrid server
Loss of connection in HTTP request
Slowness in operations with aligned vectors
Failure of data scalability

Data durability state failure

Failed to perform asynchronous tasks
Offline persistence security flaw
Encryption engine error

Security flaw in decoding tokens

Loss of authentication in restricted area
Low performance in the use of sockets

(1) Unaware of this risk,
(2) Aware of the existence of the risk,
(3) Aware of and treated thus risk.

Low performance in microservice communication

Failed to update drivers

Failure in geolocation treatment

Low performance of builds
Unavailability of multimedia resources

To help ensure the understandability of the survey, we asked
Computer Science professors and graduate students with experi-
ence in Software Engineering (SE) and survey design to review
the survey and ensure the questions were clear and complete. The
feedback only suggested minor edits. The changes we made include
adding more answer choices (three options for risks) and clarifying
examples about the list of risks.

2.2 Participant Selection

We sought only software project developers with sufficient experi-
ence to ensure valid results. We identified 52 professionals based
on the following three criteria:

e Program in at least two programming languages.
e Know development processes and project management.
e Have worked on at least one corporate software project.

We use LinkedIN? to identify contributors. We sent out 94 invites
and had 52 responses.

!https://www.linkedin.com/

2.3 Data Collection

On June 23, 2023, we sent details of the research to each of the 94
experts. We also asked the respondents through both solicitation
emails and a reminder in the survey to answer our questions based
on their personal experiences with software projects. Since 6 of
our solicitation emails bounced, we had 88 potential participants,
assuming all other emails reached their intended recipient. On July
07, 2023, we sent a reminder email. We closed the survey on July 25,
2023, after the response rate slowed to almost no daily response.

Data from the survey link created with Google’s URL shortener
showed 68 clicks on the survey URL (72.34% of the invitations).
Of those clicks, 55 people took the survey with a response rate of
80.88% (55/68). Since some of the questions were optional, many
respondents skipped some of the questions. Only 45 respondents
answered all the questions. After excluding the three responses
that did not answer at least 25% of the questions, we were left with
52 responses for analysis.

3 EXPERIMENTAL RESULTS

The following subsections describe the results of our survey by
answering the questions introduced in Section II. Initially, we show
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Figure 1: Demographics of the respondents
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Figure 2: Technological Risks More Cited for Participants

the participants’ demographic data resulting from the first questions
on the form. Next, we present the quantitative values for each
evaluated technological risk.

3.1 Respondents’ Demographics

In response to demographic questions, 64.4% of our respondents
indicated having less than five years of software development ex-
perience, while 15.40% had less than a year (Fig. 1A). In terms of
age, 54.12% are under 28 years old, and only 7.7% are over 40 years
old. Most are male (69.2%) and have completed higher education
(92.6%). Regarding the positions held in the companies, the majority
hold positions of Intermediate developers or higher functions with
76.75% (Figure 1B).

3.2 Technological Risks

Below are some analyses of the results collected. First, Figure 02
shows the number of risks. For each risk, the participant assesses
whether the risk is recurrent in the projects in which they partici-
pate. For reasons of space, we present only the first seven cited.
Participants were free to choose one or more risks on the com-
pleted form. We concluded that the most common risks in software

projects are “Failed to perform asynchronous tasks”, “Integration

with plugins failed” and “Loss of connection in HTTP request”. It
should also be noted that at least one of the survey participants
cited all risks identified in the bibliographical research.

The risk of running asynchronous tasks is related to the pro-
gramming language’s ability to create event loops. In other words,
starting concurrent code without using multiple threads. The solu-
tion is not trivial according to the languages and libraries used in
software development. It is a recurring risk in software projects in
the view of the participants.

The risk of integrating plugins is related to security issues and
incompatibility of libraries. In some programming languages, man-
aging plugins used in development is not automatic, and using
different resources becomes a challenge for software development.

Finally, HTTP request failure risks refer to client and server er-
rors that prevent a website from loading. Some of these errors are
common (i.e., errors 403, 404, 500, and 503) and are considered risks
to projects. According to the languages used for software develop-
ment, scripts or requests may not be understood. Library changes
must be made to solve problems and result in code refactoring.
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4 CONCLUSION

Despite many technological risks common in software projects, few
empirical SE research studies have explored this area [2, 11]. To fill
this gap, we surveyed professionals to assess the main technological
risks in software projects. For this, we used the pioneering work by
Dantas et al. [5] and expanded the analysis with a survey involving
52 participants.

Our results suggest that the twenty-two risks identified in [5]
work are present in the participants’ projects in our study. We also
concluded that the three most common risks are "Failing to perform
asynchronous tasks," "Integration with plugins failed," and "Losing
connection in HTTP request." Over 70% of the survey participants
cited these events.

From the findings of our study, software professionals can gain
some technical knowledge. With the most common risks identified,
solutions to mitigate them can be obtained in advance to avoid
real project problems. This study also identifies the permanent
need for research to assess technological risks and the scientific
community’s search for solutions that minimize these events and
contribute to the success of software projects.

In future work, we visualized a case study where researchers
follow real projects in software factories and assess technological
risks. It is also expected as future work to create a data dictionary
with more explanations of each technological risk with examples
of situations of how they happen.
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