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Abstract. Although the concept of success is subjective, it can be related to the popularity and interest of users.
Measuring the success of a song in advance allows for offering information of great interest to the music market. Hit song
prediction is an existing task in Music Information Retrieval that explores approaches for measuring music success based
on features. Musical data is intrinsically multimodal, where features from different sources have complementary semantic
information. Therefore, structuring musical data and building a unique space that embeds multiple features is a challenge
in musical data representation. Using heterogeneous graphs to structure multimodal data is a resource for exploring
the intrinsic semantic relationship between features. In this sense, this work proposes to structure musical features over
heterogeneous graphs and learn a new graph-based multimodal representation for songs using an unsupervised graph
neural network to handle the hit song prediction task. We formulated the hit song prediction task as a one-class learning
problem to mitigate the non-hit song gaps and highlight the hit song as the interest class. We measure the performance
of representations based on lyrics and artist features and present promising results using our learned representations
that outperform other strategies for representing musical data.

CCS Concepts: • Computing methodologies → Artificial intelligence; Machine learning algorithms; Neural
networks.

Keywords: graph-based representation, heterogeneous graph, music representation, one class hit song prediction

1. INTRODUCTION

In recent years, the Music Information Retrieval (MIR) literature has highlighted the changes in
consuming music with the popularization of streaming platforms. The impact of this popularization
reflects how artists produce music [Hiller and Walter 2017]. Similar to social media content pro-
duction strategies, it has been shared for artists to release multiple single songs rather than build
albums [Krohn-Grimberghe 2021], creating new challenging scenarios for music information retrieval.

An example is the hit song prediction task, which aims to estimate the song’s success. The success
information is of great interest to the music market and is reported annually [IFPI 2022]. Generally,
the success of a song is associated with rankings that can be defined by technical criteria or based on
the song’s popularity obtained through users’ consumption [Song et al. 2012]. Therefore, a relevant hit
song prediction challenge is defining which features must be present in the songs to become successful.

Music data is defined as multimodal data, whose structure is composed of features of different types,
such as audio and text modalities. In MIR, the explored task is decisive in choosing the feature set
used to represent the music [Kim et al. 2020; Simonetta et al. 2019]. The absence of music datasets
with multimodal features is a problem for handling multimodal representations in MIR tasks [Karydis
et al. 2018; Chen et al. 2019]. The absence of music datasets with multimodal features is a drawback
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for handling multimodal representations in MIR tasks, being necessary to build more robust datasets.

Representation learning is an approach to building feature vectors that can be formed by multimodal
information without dependence on a target task, reducing the need for manual pre-processing and
hand-crafted feature extraction of the original data [Bengio et al. 2013]. Moreover, graph-based musical
representations have obtained state-of-the-art results in several MIR tasks by structuring data over
graphs and building multimodal representations that explore the existing relations between features
from different modalities [Xia et al. 2021; Shi 2022].

Generally, the hit song prediction problem is solved by binary learning, where the objective is to
predict whether a song will be a hit or non-hit by learning from past hit and non-hit songs [Herremans
et al. 2014; Pareek et al. 2022]. However, the scope of non-hit songs is wide since exists more non-
hit songs than hits (imbalanced scenario), so it’s hard to cover that scope and label non-hit songs.
Furthermore, the interest is only in hits songs. Therefore, binary algorithms need non-hit songs having
no interest in them. An alternative is One-Class Learning (OCL) which learns only with an interest
class (e.g., hit song) and predicts if the example will be of the interest class or not [Tax 2001; Emmert-
Streib and Dehmer 2022]. OCL can mitigate the limitations of binary learning since in the OCL: (i)
we do not cover the wide non-hit songs scope; (ii) we focus only on hit songs (iii) we better support
the imbalanced scenario since we use only one class; and (iv)we do not label non-hit songs.

This work uses a dataset with hit songs from Spotify between 2000 and 2019. We add the lyric and
artist relations information to enrich the dataset. We propose and evaluate an approach to structure
the music data through a heterogeneous graph and use an Unsupervised Graph Convolutional Network
(GCN) to embed artist and music features in a unified space representing the music. To predict hit
songs, we define a criterion to label hit songs similar to the Spotify criterion and use OCL to estimate
the music’s success through classification and regression. Our main contributions are three-fold:

(1) We model a heterogeneous graph with artist and song nodes to enrich the song representation for
hit song prediction;

(2) We propose an unsupervised GCN to learn the song embeddings for hit song prediction;
(3) We formulate the hit song prediction problem as a one-class learning problem.

Experimental results indicate that our approach achieves competitive results, even compared to
state-of-the-art models based on deep neural language models (BERT) to represent artists’ lyrics and
textual information. Moreover, our method based on one-class learning is more suitable for the hit
song prediction task, being more natural to consider only historical hit songs for model training.

2. BACKGROUND AND RELATED WORK

Hit song prediction. Hit song prediction is currently a relevant task explored in MIR [Bertoni
et al. 2021]. Generally, the approaches handle the hit song problem as a binary learning problem
[Herremans et al. 2014; Singhi 2015]. This strategy needs annotated instances for hit and non-hit
classes. The musical representation used to define a hit song has different features. We noted works
such as [Pareek et al. 2022] that use previously processed high-level audio features, [Zangerle et al.
2019] that utilized low-level audio features as a base to learn a deep representation, or some approaches
that use pre-processing resources as Principal Component Analysis [Ge et al. 2020] or autoencoders
[Martín-Gutiérrez et al. 2020]. The lyrics concentrate on important musical information and are also
explored in [Singhi and Brown 2015; Martín-Gutiérrez et al. 2020]. On the other hand, we learn a
new representation for musical data that embed lyrics and artist features. Finally, we formulate the
task as one class prediction problem.

Graph-based representation. Modeling data through graphs is a resource that allows embedding
multiple modalities from unique data in a single structure and embedding information shared between
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related graph objects [Yang et al. 2020; Wu et al. 2021]. The mapping of unstructured data through
graphs to represent the data has been introduced in several applications and presented state-of-the-
art results[Ali and Melton 2019; Sawant and Prabukumar 2020; Xia et al. 2021]. In MIR, the graph
modeling for representation learning was successful in artist similarity [Korzeniowski et al. 2021] and
emotion recognition [Silva et al. 2022], but there is a gap in many tasks, such as hit song prediction.
We structured artist and music features through a heterogeneous graph and explored object relations
in an unsupervised way to learn a new graph-based multimodal representation for music data. We do
not use the hit and non-hit labels since this allows us to reproduce the process in other MIR tasks.

One class learning. OCL is applied when we are interested in one class, e.g., hit songs, without
relying on data from other classes, e.g., non-hit songs. OCL is commonly exploited in binary problems,
for instance, in fake news detection, relevant app review classification, and interest event detection.
OCL is relevant for the hit song prediction task because, considering the real music market scenario,
we have few hit songs in relation to non-hit. This problem has been highlighted in MIR [Ge et al.
2020; Martín-Gutiérrez et al. 2020; Bertoni et al. 2021; Pareek et al. 2022] for hit-song prediction.
However, it is explored as a problem with a dependency of non-hit songs.

In summary, our work focuses on the gaps for graph-based multimodal learning to represent musical
data with application in the hit song prediction task through one-class learning. We explore features
of heterogeneous graphs to model a framework for music data using artist and music features and
apply it as input for an unsupervised GCN to learn a multimodal representation for the data. Thus,
we expect a representation with more semantic information and greater discriminative power for the
one-class hit song prediction that does not need non-hits to classify a new hit song.

3. PROPOSED APPROACH

We aim to use content-based musical features to learn a data representation to classify the song as a
hit song or non-hit song. We formulate the hit song prediction task as a one-class learning problem
Y = f(X), where Y represents the hit song label, X represents the song’s features, and f(.) denotes
the function responsible for classifying the song as a hit from a multimodal musical representation as
input. We formulate this task as one class problem because, in this scenario, we need only instances
of interest class to train the predictive models. Therefore, our model trains only hit song instances to
predict the success of new songs.

The proposed method for handling the hit song prediction is divided into three steps. Initially, we
structure the musical data about a heterogeneous graph formed by two types of nodes with artist
and song features and relationships between them. Then, in sequence, we introduce an unsupervised
heterogeneous graph convolution network to embed the multimodal features of nodes into a single
feature space that represents the songs. Finally, we annotate these song embeddings according to the
popularity label, and we use a one-class classifier to predict the hit song instances.

3.1 Heterogeneous graph modeling for musical data

Musical perception is intrinsically multimodal and has complementary information [Knees and Schedl
2013]. Users who listen to music absorb multiple pieces of information as audio through the beat
while they identify the artist and lyrics. We note different approaches to model music data through
heterogeneous graphs related to the hit song prediction. [Melo et al. 2020] explores the genre classi-
fication task in which the heterogeneous graph has nodes related by a similarity metric between the
music features. [da Silva et al. 2021; da Silva et al. 2022] explores the tasks of instance selection and
music retrieval and adopts the same strategy based on clustering information to relate the different
nodes. [Korzeniowski et al. 2021] aims to predict the similarity between artists and related nodes
with previous annotations. In our heterogeneous graph modeling, we have artist and song types. The
songs and artists have a direct relation, while pre-annotated data give the relations between artist and
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artist. We detail the music data in Section 4.1. Figure 1 illustrates the heterogeneous graph built.
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Fig. 1. Our heterogeneous graph proposed to structure musical data for the hit song prediction. We have artists and
songs as nodes and the relationships between artists and artists; and artists and songs. All nodes have initial features.

Formally, our heterogeneous network is defined as N = (O,R,W ), where O represents the set of
objects, R represents the relationships, and W represents the weights. Let oi ∈ O as the notation for
an object, roi,oj = (oi, oj) ∈ R indicates whether there is a connection between the objects oi and
oj , where the weight of roi,oj is given by woi,oj with w ∈ W . Currently, our proposal uses binary
relations, woi,oj ∈ {0, 1}, for instance, if a song node is associated with an artist node or an artist node
is associated with another artist node. The benchmark dataset used has textual and acoustic features
so that the set of objects O = {OS∪OA} organizes each feature modality in the heterogeneous network
proposed for musical data. OS are objects representing the songs represented by lyrics feature, and
OA are artist objects that are formed by categorical descriptors average.

3.2 Unsupervised Graph Convolutional Networks

Graph Neural Networks offer resources to learn representations for nodes based on network topology.
The representation learned is the result of a combination of neighbor representations. In summary, the
representation learning problem can be denoted as a mapping function learning, m : oi → zoi ∈ Rd,
where m(.) represents the mapping function for all o ∈ O, and zoi is the newly learned representation
for graph nodes existent in a space with d dimensions. In this context, initially, the objects are rep-
resented by your original features. Then, the neighboring nodes are obtained from the heterogeneous
network topology, indicated by an adjacency matrix. We have learned the representation z for each
object o in each GCN layer through the aggregation and combination steps. The aggregation step
(AGG(.)) concatenates neighbors’ features from a reference node, while the combination step computes
an average on concatenated representation and updates the node features. Equation 1 defines the infor-
mation aggregation step for node v neighbors, while 2 indicates the representation update for node v.

h
(k)
Nv

= AGG(k)(h(k−1)
u , ∀u ∈ N(v)) (1) h(k)

v = σ(k)(h(k−1)
v , h

(k)
Nv

) (2)

in which h(k) is the output in kth neural network layer h, and Nv indicates the neighbors for node v.

In particular, we used an unsupervised GCN to learn the final song representation. The difference in
our proposal is that the learned representation does not depend on a specific task, i.e., it can be applied
in multiple downstream MIR tasks. We extend the loss function for homogeneous scenarios presented
in [Hamilton et al. 2017] for the learning process to a heterogeneous graph. The representation learned
for each node is based on the relations between positive and negative nodes. Given a node, the positive
node are those that have a relation in the graph, and the negative nodes are randomly defined, both
must have an equal type. There are no direct relations between the songs, so we exploit the node
itself and the self-loop as positive. Equation 3 formulates the loss:

JG(zv) =

M∑
m

−log(σ(zTv zu))−Q.Eun Pn(u)log(σ(−zTv zun)) (3)
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in which M is the set of node modalities, therefore m ∈ {artist, song}, σ is the sigmoid function, zv
and zu demonstrate the node representations in the final output layer for node v and positive nodes
u, or direct neighbors nodes, respectively. The term zun

indicates the node representation in the
output layer for the negative node randomly sampled. The first term in the equation indicates that
for node v, we need to be embedded closer to node u. The second term otherwise indicates that the
negated dot product of negative should be maximized. Eun Pn(u) formulates that the negative nodes
are defined from a negative sampling approach, and Q defines the negative sample number. In our
experiments was used one positive and negative node in the learning process.

We evaluated a large set of architecture and parameter variations for the GCN in our proposal,
detailed in section 4. Then, we build inductive and transductive scenarios for GCN to explore real
scenarios in music data. In transductive, we assume that all instances are already known for training
the GCN, while in the inductive scenario, we separate a test (hit and non-hit songs) and a train (hit
songs) set for the GNN. Finally, we generate the embeddings for all nodes after training the GNN.

3.3 One-class learning

One-Class Learning train with only one class and predict examples as belonging to the interest class
or not [Emmert-Streib and Dehmer 2022]. We can define OCL as [Gôlo et al. 2021]:

Class of si =

{
yi ≥ threshold → Hit Song
yi < threshold → Non-hit Song (4)

in which si is the song, and we define its class by comparing a yi value with a threshold. yi indicates
how close the song is to belonging to the interest class, i.e., to be a hit song. In addition, to classify a
song as hit or non-hit, we will indicate how hit a song will be. Suppose we used a traditional regressor
in the OCL scenario. In that case, we could have limitations because the regressor predicts only hit
values in the interest class hits range since the regressor will be trained only with hit songs values.
Therefore, the regressor could not predict the correct popularity of a non-hit song. Thus, we choose a
one-class algorithm that we can use to classify a song as a hit or not and obtain a value to represent
the song’s hit. In this sense, we choose the One-Class Support Vector Machines (OCSVM).

The OCSVM from [Tax and Duin 2004] learns a hypersphere to involve the interest examples. The
center of the hypersphere is defined by Equation 5, in which µ ∈ U is a possible center in the feature
space U associated with the function kernel φ, φ(si) maps a song si into another feature space defined
according to the kernel chosen, and µ(c) is the center of the hypersphere in which the highest distance
between φ(si) to µ(c) is minimal. After defining the center, OCSVM learns the hypersphere radius
r through Equation 6 subject to Equation 7, in which εsi is the external distance between φ(si) and
the surface of the hypersphere, and ν ∈ (0, 1] defines the smoothness level of the hypersphere volume.
Finally, a new example is classified as a hit song if its distance from the center is lesser than the
radius, i.e., if the instance is inside the hypersphere.

µ(c) = argmin
µ∈U

max
1≤i≤m

∥φ(si)−µ∥2 (5) min
µ,φ,r

r2 +
1

m

m∑
i=1

εsi
ν

(6) ∥φ(si)− µ(c)∥2 ≤ r2 + εsi
∀i = 1, ...,m.

(7)

We adopted the OCSVM to predict how hit a song will be. The value predicted is directly propor-
tional to the distance of si to the hypersphere, i.e., δ(si). If the si is inside the hypersphere, we add
a positive sign to the distance, and if si is outside the hypersphere, we add a negative sign for the
distance. Thus, the higher this distance, the closer to the center is si (high hit song score), and the
farther to the center is si (low hit song score), respectively. After obtaining the distances of all songs,
we normalize the distances. The normalization can be defined as ∆(δ(si),min,max), in which we
normalize the distance between min and max. Equation 8 defines the hit value for a song, in which
the best value is 1 and the worst is 0.

Popularity of si =

{
δ(si) ≥ 0 → ∆(δ(si), 0.5, 1)
δ(si) < 0 → ∆(δ(si), 0, 0.5)

(8)
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4. EXPERIMENTAL EVALUATION

We used two baselines to compare with our proposal. One is the music lyric representation obtained
from the Bidirectional Encoder from Transformers model pre-trained with music lyrics (BERT)1 [De-
vlin et al. 2019]. The second baseline is the concatenation of the BERT representation with the 12
features normalized by the artist (BERT+Art). We propose the song representation generated by the
GNN (GNN-Song) and a GNN-Song-Art that concatenates the GNN representation for the artist and
song. The initial representations for the song in the graph are the BERT representation. BERT-Music
is parameter-free. The parameters of our proposal and baselines were: dimensions of the layers =
{[64, 32], [64, 16], [128, 64, 32], [128, 64, 16], [256, 128, 64, 32], [256, 128, 64, 16], [512, 128, 64, 32]
, [512, 256, 128, 64, 16]}, learning rate = {0.01, 0.001, 0.0001, 0.00001}, optimization algorithm Adam,
epochs = {10, 50, 100, 250, 400, 500}, and hyperbolic tangent activation function. Finally, the param-
eters of OCSVM were: kernel = {RBF}, ν = {0.0001, 0.001, 0.005, 0.01, 0.05} and 0.1 ∗ ν, ν ∈ [1..9]},
e γ = 1

n , in which n is the dimension of the input data.

4.1 Music Dataset and Evaluation Criteria

We use the proceeds of the 5-Fold Cross-Validation for One-Class Learning, where we divided the
interest class into 5 folds, using 4 folds to train and the remaining fold and the non-interest class to
test [Gôlo et al. 2022]. Then, we evaluate the representation in classification (Precision, Recall, and
F1-score metrics) and regression scenarios (mae, mse, and r2).

We use a public dataset that concentrates on hit songs from Spotify got between 2000 and 2019.
This dataset contains artists and song titles annotated with genre and the hit song score.The hit song
score ranges between 0 and 89. We remove the year and explicit attributes and use twelve features
extracted from the song’s acoustic information to represent the artists. We represent the songs by the
lyrics. To that end, we enriched this set by adding information from lyrics and the similarity relations
among artists. For this process, we used the API provided by the Brazilian music portal Vagalume2.
From the song title and artist, we get the lyrics. Using the artist, we get a list of related artists for our
dataset. The dataset has 1617 instances after the enrichment process and the elimination of instances
with no lyrics found. We define the popularity of 50 as a threshold to define a hit song. Finally, we
label the songs according to popularity. Thus, we have 1353 hit songs and 264 non-hit songs.

4.2 Results and Discussion

We report in Table I the results for all music representations adopted to handle hit song prediction
problems in baseline, transductive and inductive settings. In the classification scenario, we want to
compute the performance to predict the hit correctly for each representation. Finally, in the regression
scenario, we measure the error based on the difference between the real and prediction popularity.

We can see that the results obtained using our multimodal graph-based representation outperform
the baseline representations. This result reinforces the relevance of the representation learning process
for multimodal data. Furthermore, the results show that complementary latent information impacts
data discrimination, but simple concatenations between features do not evidence them.

Regarding the scenarios for graph construction, the transductive scenario achieved the best results
for classification and regression. This result is justified because using all instances to build the graph
resulted in a more connected graph, better exploring the information aggregation process between
neighbors performed by GCN. On the other hand, in the inductive scenario, we split the folds randomly
and lost the relations between instances that stayed in the test and train set.

1https://huggingface.co/juliensimon/autonlp-song-lyrics-18753417.
2https://api.vagalume.com.br/.
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Table I. Highest F1-Score, Precision, Recall, mae, mse and r2 for the representation methods Baselines (B), Inductives
(I) and Transductives (T). Bold values indicate that the method obtain the best value considering all methods explored.

Classification Regression
Precision Recall F1-Score mae mse r2

B BERT 0.498±0.005 0.498±0.005 0.498±0.005 25.41±0.27 1012.20±18.9 -0.318±0.031
BERT+Art 0.499±0.005 0.499±0.005 0.499±0.005 25.38±0.27 1010.89±19.4 -0.315±0.032

I GNN-Song 0.589±0.033 0.587±0.033 0.585±0.035 24.98±0.55 980.87±31.62 -0.276±0.032
GNN-Song-Art 0.573±0.008 0.572±0.009 0.571±0.011 24.12±0.29 954.68±27.56 -0.242±0.040

T GNN-Song 0.628±0.006 0.627±0.006 0.627±0.007 22.79±0.20 891.73±10.4 -0.160±0.018
GNN-Song-Art 0.634±0.019 0.626±0.023 0.619±0.031 18.24±0.30 625.02±31.0 0.19±0.038

Regarding the GNN-Song and GNN-Song-Art representations in the transductive scenario, for clas-
sification, aggregating the artist information in the music representation through relationships is more
effective than concatenating the representation of both after the learning process. However, for regres-
sion, we need more information to estimate musical popularity. These results allow us to infer that our
proposal incorporates the semantic information between the features learning a more discriminative
representation, but a larger volume of related data is needed to build a more connected graph.

5. CONCLUSIONS

This work presents an approach to learning graph-based multimodal representation for music data
applied to the hit-song prediction problem. We propose using an unsupervised GCN with an extended
loss function for a data scenario with multimodal and heterogeneous features. Our approach’s dif-
ferential is using information from the network relationships to learn a representation for the nodes
without dependence on labels. The hit song prediction problem was formulated as a one-class learning
problem, reducing the dependence on annotated data for the non-interest class. The results evidenced
the graph-based representations’ ability to incorporate semantic information from multiple features
and outperform unimodal representations or generated from feature concatenations.

Our work was limited to a strategy of selecting positive and negative instances in addition to being
evaluated on a single dataset, which does not measure the generalization power of the approach.
So, in future work, we will expand on the strategies for selecting positive and negative instances in
the loss function in other datasets. Finally, we hope to incorporate other acoustic features into the
representation to add more semantic information to the learning process and learn a more robust
musical representation. The source code and used dataset are available in the public repository3.
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