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Abstract. Temporal references in financial texts, such as earnings conference calls (ECCs), are essential for interpreting
corporate discourse and guiding informed investment decisions. However, accurately identifying these references remains
a challenge due to domain-specific language and vague temporal cues. In this work, we investigate whether combining
distinct BERT-based models can improve performance on temporal financial argument detection. We evaluate an
ensemble approach built upon three complementary models: BERT, FinBERT, and ModernBERT. Experiments on
the FinArg-2 ECC dataset show that, while ModernBERT performs best individually, the ensemble of all three models
— using a soft-voting strategy — sets a new state of the art. These results highlight the potential of BERT-based
ensembles for more accurate and robust temporal reasoning in financial NLP tasks.

CCS Concepts: • Computing methodologies → Machine learning algorithms; Ensemble methods.

Keywords: BERT, Ensembles, Finance, Temporal Argument Classification

1. INTRODUCTION

In today’s financial landscape, access to vast volumes of textual data — from Earnings Conference
Calls (ECCs) to investor forums — has reshaped how market participants track performance and
assess corporate narratives [Chen et al. 2025]. These sources often contain time-sensitive claims that,
while not always explicit, carry significant weight in driving investment decisions. Understanding
when a financial assertion holds true — its scope, relevance, and duration — has become just as
critical as understanding the claim itself [Chen et al. 2018; Chen et al. 2025]. This is particularly true
in the context of high-stakes communications like ECCs, where companies frame events in strategic
ways, using temporal ambiguity to emphasize gains or even to soften the perception of setbacks [Craw-
ford Camiciottoli 2017].

However, pinpointing temporal information in financial texts remains a persistent challenge [UzZa-
man et al. 2013]. Unlike structured data, these narratives rely heavily on implicit cues and domain-
specific language that obscure precise time anchoring [Dutra et al. 2025]. The difficulty is compounded
by the need to distinguish between short-term fluctuations and long-term trends [Chen et al. 2025],
especially in fast-moving environments like stock markets. Accurate temporal interpretation plays a
central role in evaluating the potential impact of reported events and in determining the shelf life of
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investment opinions [Chen et al. 2018]. Without clear temporal grounding, forecasts lose practical
value, and critical market signals may be misread, highlighting the importance of developing robust
tools to navigate this complexity.

The widespread adoption of Transformer-based Language Models (LMs) has transformed natu-
ral language processing (NLP), also extending its impact to domain-specific applications such as
finance [Araci 2019; Erfina and Le-Hong 2025; Nandam et al. 2025]. In this context, encoder-based
models like BERT [Devlin et al. 2019] have proven highly effective, supporting tasks ranging from
sentiment classification [Araci 2019] to the detection of temporal arguments in financial discourse
itself [Chen et al. 2025]. Their bidirectional attention mechanism allows for fine-grained text en-
coding, which, when properly fine-tuned, often results in performance that surpasses that of larger
models (LLMs) like GPT-4o [OpenAI 2024] in specialized tasks, while incurring significantly lower
costs [Dutra et al. 2025; Chen et al. 2025; Chen et al. 2025]. Even among BERT-based models, notable
performance differences can be observed. Although these models share the same foundational princi-
ples, their variants often differ in key aspects such as minor architecture changes, training strategies,
and pretraining corpora. These differences give each model its own unique characteristics. In this
scenario, several studies have explored the use of different BERT variants as backbones for financial
NLP tasks. For instance, Dutra et al. [2025] experimented with DeBERTa [He et al. 2021], Nandam
et al. [2025] and Erfina and Le-Hong [2025] used the standard BERT; and You et al. [2025] employed
FinBERT [Araci 2019] and ModernBERT [Warner et al. 2024] for their applications.

Instead of focusing on selecting the best individual model, as is commonly done, this study poses a
different question: Can combining distinct BERT-based models in an ensemble improve performance
in temporal financial argument detection? We build on prior research that highlights the potential
of BERT-based ensembles in other domains [Amorim et al. 2024], and evaluate whether models with
complementary characteristics can be jointly leveraged for improved results. Our experiments use
three models that reportedly perform well in the task [Chen et al. 2025]: the original BERT, FinBERT
— pretrained specifically on financial texts — and ModernBERT, which integrates recent advances
in Transformer architecture into the standard encoder pipeline. We evaluate our approach on the
FinArg-2 ECC dataset [Chen et al. 2025], a challenging standard benchmark for temporal reference
identification in financial discourse. Our findings show that, individually, ModernBERT achieves the
strongest results. Pairwise combinations with BERT and FinBERT lead to further improvements, but
the best performance is attained by the full ensemble of all three models. This configuration surpasses
the current state of the art [Erfina and Le-Hong 2025] — based on the traditional BERT — by 3.10
percentage points in micro-F1 and 3.30 points in macro-F1, demonstrating the effectiveness of our
proposed ensemble approach.

The remainder of this paper is organized as follows: Section 2 reviews related work. Section 3
describes the proposed method, including the data and the models employed, and Section 4 reports
and discusses the results. Finally, Section 5 presents conclusions and avenues for future work.

2. RELATED WORK

This section reviews related work focused on temporal argument references in finance. Particularly,
temporal relationships in financial arguments may lose their validity rapidly, as they are shaped by
the dynamic nature of the domain. This contrasts with other fields, where such references may remain
relevant over longer periods [Chen et al. 2021]. Consequently, several studies have concentrated on
the classification and detection of temporal references in this context [Chen et al. 2025].

Chen et al. [2018] proposed a taxonomy for interpreting numerals in financial data, identifying
categories such as monetary values, percentages, quantities, and — importantly — temporal informa-
tion. This taxonomy emphasizes the need to account for the temporal dimension in financial texts, as
numerals associated with specific time periods can significantly affect the interpretation of forecasts
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and predictions. In the same vein, [Lin et al. 2024] conducted an argument-based sentiment analysis
aimed at identifying and assessing forward-looking statements in financial documents. Their study
highlights the challenges posed by such texts.

The importance of accurately detecting temporal references in financial arguments has motivated
the creation of a dedicated shared task: FinArg-2 — Detection of Argument Temporal References
in ECCs [Chen et al. 2025]. Among the approaches applied to this task, encoder-based models such
as BERT have shown considerable promise. For instance, You et al. [2025] employed ModernBERT
for classification, concatenating all available features as input to the LM. Erfina and Le-Hong [2025]
achieved the highest performance reported on the task to date. Their approach combined a traditional
BERT with a TF-IDF (term frequency–inverse document frequency, a weighting scheme that reflects
the importance of terms in relation to specific documents) based representation, in which temporal
information — such as the year and financial quarter — was encoded using one-hot vectors and
concatenated with the LM embeddings on the main text for final prediction.

Also within the FinArg-2 shared task, Nandam et al. [2025] report strong performance by simply
fine-tuning a BERT model for three-class classification, demonstrating that such encoder models can
yield effective results even under relatively simple configurations. The authors also experimented
with an enhanced temporal expression knowledge base, though this resulted in lower performance.
Dutra et al. [2025] explored a similar three-label setup using DeBERTa variants, along with strategies
for data manipulation similar to those of You et al. [2025]. In addition, they investigated a cascaded
approach, dividing the problem into two binary classification tasks and also experimented with prompt
engineering using LLMs such as GPT-4o. Nonetheless, their findings confirmed that encoder-based
classifiers still achieved the best performance. Close results are reported by Chen et al. [2025], who
contrast a RoBERTa-based [Liu et al. 2020] model with a GPT-4o instance specifically fine-tuned for
the task, highlighting the superior performance of the first.

Although previous work has demonstrated the strong performance of BERT-based models on tem-
poral argument reference tasks in finance, these approaches typically involve selecting a single model
as the backbone of the solution. In contrast, our work proposes an ensemble of distinct BERT-based
models for this task, aiming to investigate whether architectural and training-related differences among
them can lead to complementary performance gains.

3. MATERIALS AND METHODS

This section outlines the investigated models, presents the data and the preprocessing procedures
applied, describes the model application designs — including the ensemble strategy —, and specifies
the evaluation metrics used in the experiments.

3.1 Investigated Models

We explore three LMs, namely (i) BERT [Devlin et al. 2019], (ii) FinBERT [Araci 2019], and (iii)
ModernBERT [Warner et al. 2024]. Beyond their prior successful applications to financial temporal
reference tasks [You et al. 2025; Erfina and Le-Hong 2025; Nandam et al. 2025; Chen et al. 2025],
these models were selected for their distinct characteristics.

The first, BERT, serves as the foundation for subsequent developments in both bidirectional en-
coders and the Transformer architecture itself. FinBERT, in turn, is pretrained on curated financial
data, offering domain-specific specialization in terminology and financial jargon. Finally, Modern-
BERT incorporates recent advances in attention mechanisms and neural layer design within the stan-
dard Transformer-based encoder. This selection not only enables the assessment of each model’s
individual performance but also introduces model diversity, allowing for an evaluation of their com-
bined impact within the proposed ensemble strategy.
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3.2 Dataset

We conduct our experiments using the NTCIR-18 FinArg-2 shared task dataset on ECCs [Chen
et al. 2025]. Specifically, ECCs refer to quarterly corporate meetings intended to communicate a
company’s past financial performance and outline forward-looking business projections [Erfina and
Le-Hong 2025]. We selected this dataset as it is a well-established benchmark in temporal reference
detection, extensively documented and cited in the recent literature, which supports direct comparison
with state-of-the-art approaches.

The data format is illustrated in Figure 1. Each instance in the dataset consists of a claim (a finan-
cial argument) and a list of premises (statements supporting it). Temporal features are also provided,
specifically the quarter (Q1–Q4) and year of publication. In addition, each instance is labeled accord-
ing to the type of temporal reference found in the claim: class 0 indicates no temporal reference, class
1 denotes a long past reference (more than half a year before publication), and class 2 denotes a short
past reference (less than half a year). We preserve the original training (600 instances), validation (150
instances), and test (84 instances) splits provided with the dataset to allow for consistent comparison
with previous works.

Fig. 1. Visualization of a NTCIR-18 FinArg-2 ECC dataset instance.

3.3 Data Preprocessing

We adopted an approach that combines all attributes of a data instance into a single textual input for
the LM. We automatically merged claims and premises into unified paragraphs, keeping the original
order of premises. The claim appeared either at the beginning — if the first premise started with a
lowercase letter — or after the premises, if it began with a connector like “And”.

Additionally, the publication date was incorporated at the end of each input to clarify the tem-
poral context. For example, if an argument came from Q1 2018, we appended the sentence “This
publication is from Q1 of 2018.” We chose this sentence-based structure given the known ad-
vantage of LMs in processing contextualized textual data over purely numerical inputs [Cunha et al.
2024]. Figure 2 illustrates the preprocessing pipeline.

Fig. 2. Data preprocessing for constructing model inputs.
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3.4 Model Application Designs

In this section, we detail the application of the models introduced in Section 3.1 to the task of
classifying financial temporal argument references.

3.4.1 Base Models: Direct 3-Label Classification.

As an initial setup, we performed traditional fine-tuning of the LMs [Paes et al. 2024]. Specifically, we
attached linear classification layers on top of the LM’s encoder stack and fine-tuned all parameters,
including those of the LM itself. This setup allows the model to directly predict one of the three
temporal reference classes given an input. For training, we used the dataset’s training split, applying
the transformation described in Section 3.3. Experimental settings are provided in Section 3.5.

3.4.2 BERT-based Ensembles.

In our ensemble approach, we adopted soft-voting [Zhou 2012] to combine the outputs of BERT-based
models. Each model produced a probability distribution over the target classes, and we computed the
average probability per class across all models. The final prediction corresponds to the class with the
highest average probability. Formally, the class c selected is:

cx = argmax
c

(
1

m

m∑

i=1

pic(x)

)
(1)

where x is the input instance and m is the number of models in the ensemble.

Unlike hard-voting, which treats all final and individual predictions equally, soft-voting considers the
confidence of each model in its predictions. By averaging probabilities rather than final class labels,
the ensemble can make more informed decisions — often resulting in better overall results [Zhou
2012; Amorim et al. 2024]. To form our ensemble, we reuse the same models trained for the baseline
experiments in the previous section.

3.5 Evaluation and Experimental Setup

Micro- and macro-F1 scores are used as metrics for evaluating model performance, as they are the
official metrics adopted by the NTCIR-18 FinArg-2 task [Chen et al. 2025]. While micro-F1 may be
less reliable in imbalanced scenarios such as the NTCIR-18 FinArg-2 ECCs dataset, we report it to
enable comparison with prior work. Nonetheless, our main analysis centers on the macro-F1 score.

All experiments were conducted using the Hugging Face Transformers [Wolf et al. 2020] framework
running on Google Colab1 T4 TPUs, with the random seed fixed at 42 for reproducibility. We rely on
prior preliminary cross-validation experiments to determine the hyperparameter setup [Dutra et al.
2025]. Specifically, we set the learning_rate to 2e-5, epoch to 12, and batch_size to 8 for model
fine-tuning, while keeping the remaining configurations at their default values.

4. RESULTS AND DISCUSSION

This section presents and discusses the experimental results. First, Table I presents the results on the
test set for the models described in Section 3. The best individual scores are underlined, while the
overall best results are highlighted in bold. We observe that, individually, ModernBERT performs
the strongest, tying with FinBERT in terms of micro-F1, while achieving the highest macro-F1. The

1https://colab.google
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gap between micro and macro scores suggests that, although both models perform similarly in general,
ModernBERT yields more balanced results across classes. Furthermore, the advantage of the domain-
specific FinBERT and the more recent ModernBERT over the traditional BERT highlights how both
domain specialization and architectural advancements can positively impact final performance.

Table I. Classification performance of individual models and model ensembles.

Model / Ensemble Micro-F1 Macro-F1

Individual Models

BERT 0.726 0.701
FinBERT 0.762 0.722
ModernBERT 0.762 0.750

Ensembles (±δ from best individual)

BERT + FinBERT 0.726 (-4.7%) 0.696 (-7.2%)

BERT + ModernBERT 0.774 (+1.6%) 0.762 (+1.6%)

FinBERT + ModernBERT 0.786 (+3.1%) 0.765 (+2.0%)

BERT + FinBERT + ModernBERT 0.798 (+4.7%) 0.776 (+3.5%)

The ensemble results in Table I further highlight the strength of ModernBERT. All ensembles that
include this model outperform the best individual result, while the ensemble excluding it shows a
decline in performance. The best overall results are achieved through the combination of all three
base models, yielding gains of 3.5% in macro-F1 compared to ModernBERT alone. These findings
demonstrate the potential of ensemble approaches to enhance the classification of temporal financial
argument references.

Figure 3 presents the model performance metrics along with statistical confidence intervals. We
used paired bootstrap with replacement [Efron and Tibshirani 1994], with B = 10, 000 iterations.
The BERT + FinBERT + ModernBERT ensemble outperforms the other models by approximately one
percentage point. Although the confidence intervals exhibit some degree of overlap across models, the
ensemble’s consistent superiority across all metrics suggests a non-negligible improvement, particularly
in the context of temporal reference detection in finance, where small error reductions can prevent
misinterpretation of critical dates and timeframes in corporate reports. These seemingly modest gains
may, in fact, carry substantial economic significance, as even minor improvements in temporal accuracy
can enhance the reliability of risk models, improve the timing of financial forecasts, and reduce errors
in trading strategies that rely on precise chronological information. This further reinforces the value
of ensemble methods for this task.

Fig. 3. Performance of the investigated approaches with confidence intervals.
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Lastly, Table II compares our best results with previous work that investigated the same dataset.
Our BERT-based ensemble of three models outperforms even the current state of the art [Erfina and
Le-Hong 2025], a BERT model combined with TF-IDF features, by just over 3%. Again, while this
may appear modest, it represents a non-negligible improvement in the financial domain. The table
also shows that our individual runs of FinBERT and ModernBERT outperform prior approaches,
ranking just below Erfina and Le-Hong [2025]. Notably, our ModernBERT configuration surpasses
another ModernBERT implementation by You et al. [2025]. These results suggest that, beyond
the effectiveness of our ensemble approach, our data preprocessing procedure may also enhance the
standalone performance of LMs.

Table II. Comparison of our best-performing approach with literature.

Model Micro-F1 Macro-F1

BERT + FinBERT + ModernBERT (this work) 0.798 0.776
BERT + TF-IDF [Erfina and Le-Hong 2025] 0.774 0.751
BERT ([Nandam et al. 2025]) 0.702 0.679
RoBERTa ([Chen et al. 2025]) 0.691 0.671
mDeBERTa ([Dutra et al. 2025]) 0.691 0.671
ModernBERT ([You et al. 2025]) 0.691 0.661

5. CONCLUSION

In response to the main question posed — Can combining distinct BERT-based models in an ensemble
improve performance in temporal financial argument detection? — this research concludes that the
use of BERT-based ensembles indeed enhances performance on this task. Our results establish a new
state of the art. The most effective ensemble is based on soft-voting and combines BERT, FinBERT,
and ModernBERT, with the latter standing out not only as a component of the best-performing
ensemble but also for improving performance in pairwise combinations with the other models.

As future work, we plan to explore ensemble configurations in other financial classification tasks,
such as sentiment analysis [Araci 2019], to assess whether the performance gains observed in temporal
argument detection generalize to different settings. Additionally, we aim to investigate alternative
ensemble strategies beyond soft-voting, such as stacking [Zhou 2012], which allows for learning how
to optimally combine predictions from multiple models. This direction may offer further performance
improvements and deeper insight into how model complementarities can be exploited in financial NLP.

Disclaimer The authors acknowledge the use of AI tools, specifically LLMs (ChatGPT-4o and o3),
for grammar corrections and assistance with LaTeX and Python code. All outputs were reviewed by
the authors, who take full responsibility for the content of this work.
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