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Abstract—The transition of machine learning (ML) and arti-
ficial intelligence (AI) projects from experimental stages to fully
operational solutions presents substantial challenges. This is espe-
cially true for applications where these technologies play a critical
role, demanding high-quality, reliable, and observable ML models.
This paper explores the crucial aspects of continuous monitoring
in ML models and emphasizes the need for a comprehensive
approach that goes beyond technical development. It highlights
that ensuring the reliability and robustness of deployed ML
models requires a multifaceted framework encompassing data gov-
ernance, model lifecycle management, and thorough team training.
The paper addresses key aspects such as model quality, risk
management, and the crucial role of observability in maintaining
model stability and reliability in production environments. Using
Itaú Unibanco as a case study, the paper showcases a robust
model risk management approach and a dual monitoring system:
an independent validation team oversees riskier models, while
smaller models are monitored by their development team. The
paper concludes by emphasizing the significance of a robust Model
Risk Management (MRM) framework in the evolving landscape
of AI and ML, particularly as these technologies become deeply
integrated into various business operations. Highlighting that Itaú
Unibanco’s rigorous approach to model quality, observability,
low risk, and continuous integration aligns with the regulatory
requirements set by the Brazilian central bank.
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servability, Model Quality, Model Risk Management

I. INTRODUCTION

In the field of machine learning (ML) and artificial in-
telligence (AI), the promotion from experimental projects to
production environment solutions is full of challenges. As these
technologies become increasingly integral to critical applica-
tions across many industries, the imperative for maintaining
low-risk or non-risk, high-quality, observable, and continuously
monitored ML models has never been more explorated.

The adoption of ML and AI solutions for complex com-
putational problems necessitates a paradigm shift in devel-

opment processes. It is no longer sufficient to focus solely
on the technical values of model development, there must
be a concerted effort to engineer applications that operate
seamlessly within dynamic production environments. This shift
highlight the importance of robust model risk management,
particularly in sectors like finance where the repercussions of
model failures can be profound and has internal policies that
regulate this practices. The potential for adverse consequences
due to flawed models necessitates a comprehensive framework
that encompasses not only technical development but also
effective governance throughout the model’s life-cycle. [1]

Such a framework mandates clear monitoring and control
mechanisms to ensure ongoing model quality and observability.
It aligns with regulatory expectations that model risk be treated
with the same rigor as other operational risks, ensuring that
institutions are proactive in identifying and mitigating potential
issues [2]. The complexity of AI and ML models introduces
new dimensions to risk management, further highlighting the
need for robust practices. [1]

In this context, data accuracy and reliability become es-
sentials, especially within data engineering functions integral
to AI systems. As organizations increasingly rely on AI for
automation and decision-making, the accuracy of data streams
is critical [3]. While data ingestion processes aim for error-free
ingestion, validating the content within those streams is equally
crucial. Fast detection and fix of data issues are essential in AI-
driven environments [3].

Therefore, as we stand at the edge of widespread ML and
AI integration into critical applications, it is clear that ensuring
low-risk, quality, observability, and continuous monitoring is
not just a technical necessity but a comprehensive approach
that covers data governance, model life-cycle management, and
team training to reduce performance risks associated with AI
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deployment [4], [5].
Itaú Unibanco bank upholds a robust model risk management

process, ensuring adherence to clear definitions outlined in
internal policies for all model development. This structured pro-
cess includes audit reports assessing quality, risk, observability,
and continuous monitoring using a risk-based approach.

II. MODEL QUALITY

The quality of machine learning models is multifaceted, in-
depth several criteria beyond simple accuracy. A high-quality
ML model has not only accuracy but also stability, resilience,
a low computational and operational cost, and the ability to
be trained or retrained quickly and reliably. Achieving these
qualities in a ML pipeline often involves formulating the
problem as a constrained multi-objective optimization task.
There are some key aspects of model quality include, but not
limited to: Small prediction error such as Root Mean Squared
Error (RMSE); robustness to overfitting; fast computation time;
stability and resilience. [6]

These quality criteria are essential for industrial applications
of ML, which often rely on Machine Learning Operations
(MLOps) pipelines to guarantee the long-term performance of
models. The process of ensuring this versatile quality necessi-
tates addressing data dependencies and mitigating ML-specific
technical debt. [5], [6]

Robustness, a critical aspect of quality, specifically refers
to a model’s ability to remain unaffected by attackers or
avoid misclassifications caused by outliers. Resilience is often
used interchangeably with robustness. However, it’s important
to note that the definitions of reliability and resilience are
less formally defined in ML compared to traditional software
engineering. [7]

Data quality plays a crucial role in developing high-quality
ML models. Ensuring the quality of input data streams by
checking for missing values or anomalies, and employing
appropriate preprocessing techniques like normalization, fil-
tering, and so on, been essential steps in achieving reliable
predictions. This focus on data quality is especially important
in applications like image processing for manufacturing quality
control, where training datasets might be small and differ
significantly from the production images the model encounters
during its operational life. [8], [9]

A. Model Risk Management

Model risk is the potential for possible adverse consequences
appearing from decisions based on incorrect or misused model
outputs and reports. The main regulatory document on model
risk emphasizes that model risk should be treated with the same
rigor as other risks. It also highlights the need to identify the

sources of model risk and assess its magnitude to manage it
effectively. [2]

Model Risk Management (MRM) covers the development of
robust and consistent models, reliable implementation, appro-
priate use, consistent validation at an enough level of detail,
and dedicated governance. It can also be understood as the
process of mitigating risks associated with inadequate devel-
opment, insufficient controls, and incorrect model use. MRM
in the financial industry often involves expertise in technology,
econometrics, and financial businesses. [2], [10], [11]

There are important consequences to effective MRM imple-
mentation in financial organization, such but not limited to:

Increasing reliance on models: Organizations rely heavily
on models for decision-making, making it essential to manage
the risks associated with them. [2]

Regulatory requirements: Regulators, particularly in fi-
nance, mandate that institutions implement MRM frameworks
for all models used. For instance, the Federal Reserve’s Su-
pervisory Guidance on Model Risk Management (SR 11-7)
provides guidelines for managing model risk. [1], [2] As of
the Central Bank of Brazil, there is neither a regulation nor a
guidance that establishes model risk management, some smaller
Brazilian banks don’t even have a team for this, although, there
is the resolution nº 4557 that mandates a structure of risk
management for banks, such as Operational, Market, Credit,
Liquidity, and some other risks.

Financial losses: Errors in models can lead to significant
financial losses, making MRM essential for protecting the
organization’s financial health. [2]

Reputational damage: Model failures can severely damage
an organization’s reputation, particularly in industries like fi-
nance where trust is paramount. [2]

Compliance and legal issues: Inadequate MRM can
result in non-compliance with regulations and potential legal
repercussions. [12]

As well, there are challenges in implementation of a suc-
cessfully MRM framework, as but not restricted to:

Lack of standardized definitions: The definition of a model
can vary among organizations, making it difficult to establish
consistent MRM practices. [2]

Balancing accuracy and explainability: While advanced
ML models can improve prediction accuracy, they often lack
transparency, making it challenging to explain their decisions,
which is unquestionable for regulatory compliance and stake-
holder trust. [12]

Data quality and bias: Model accuracy heavily relies on
data quality. Biased data can lead to discriminatory outcomes,
raising ethical and legal concerns. [1], [12]
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Model validation and monitoring: Continuously validating
and monitoring models throughout their life-cycle is crucial to
ensure their ongoing effectiveness and manage emerging risks.
[1]

Shortage of skilled resources: Effective MRM requires
specialized skills in areas like machine learning, statistics,
and software development, which are often in high demand. [1]

Despite the challenges, organizations are increasingly adopt-
ing MRM practices, particularly with the rise of complex AI
and machine learning models. Key initiatives include, but are
not limited of:

Model inventory: A centralized repository containing infor-
mation on all models used within the organization is must-have
for effective MRM implementation. [2]

Model life-cycle management: A structured approach to
managing models throughout their life-cycle, from development
and validation to implementation and retirement, is essential.
[2]

Independent model validation: Independent validation of
models by teams separate from model developers helps ensure
objectivity and identify potential flaws, and in some cases, its
a legal demand from central bank. [2]

Model risk quantification: Developing methodologies to
quantify model risk is nice to have for allocating capital
reserves and making informed decisions about model deploy-
ment. [1], [2]

B. Model Monitoring

One key aspect of developing models is the monitoring of the
model in production. One might be led to think, that if a proper
train/test split is assured and other forms of data leakage were
avoided, the quality of the model should already be guaranteed.
However, other factors ranging from concept drifts to pipeline
bugs and data quality issues can suddenly (or gradually) affect
predictions.

Continuously monitoring machine learning models deployed
in production environments is essential to ensure their sustained
performance, reliability, and trustworthiness. This practice is
crucial due to the dynamic nature of real-world data and the
potential for model degradation over time, often caused by:

Concept drift: Changes in data patterns or relationships
between variables over time; [13], [14]

Data drift: Shifts in the distribution of input data, leading
to a mismatch between training and production data; [13]

Emerging scenarios: Unforeseen situations or inputs not
encountered during model training. [14]

One of the main causes of model deterioration is data drift
above described [15], but many other causes can lead to the

phenomenon [16], [17], feature mismatch or data quality issues.

With all that in mind, it is important to define how the
monitoring of the model should be structured. The first goal
is to define a metric of quality for the model [18]. For labelled
data this endeavour is considerably easier, the obvious choice is
to use known metrics such as AUC-ROC, f1-score, accuracy,
precision, recall and so on. The choice of the metric should
take into account the kind of data being used, and the goal of
the model prediction. Examples of reasonable metric choices
would be:

Target imbalance: Databases with great target imbalance,
such as fraud models, should avoid metrics that allow exploiting
of the majority class, and instead focus on metrics that highlight
performance on the minority class, such as precision, recall and
F1-Score. [18]

Dramatic consequences for one output: Models with
dramatic consequences for one output should ponder heavily
whether true positives or true negatives are preferable. For
email spam classification for example, the consequences of
a false negative for a spam is the annoyance of having to
manually sort it out. On the other hand, the consequences of a
false positive for a spam is, potentially, missing and important
email. Passing 10% of spam through might be more desirable
than not passing 10% of through emails through. This should
be taken into account when choosing metrics for evaluating
performance. [18]

Unlabelled data: For unlabelled data, the metrics are harder
to define and even more so for unstructured data, such as text
or images. Human labeling of samples is a possible solution,
but it is resource intensive in terms of personnel. Other metrics
can be used such as volume of clusters, average distance to the
centroid, proximity of answer to a knowledge database, etc.
[15] [18]

Continuous monitoring acts as an early warning system, en-
abling timely interventions to mitigate performance degradation
and maintain the model’s effectiveness. This proactive approach
helps avoid negative downstream impacts on decision-making
and system functionality. The benefits of continuous monitoring
could be, but not limited to:

Maintain model performance: Detect performance degra-
dation early on, allowing for timely model retraining or adjust-
ments to training data to ensure accuracy and reliability; [13],
[19]

Ensure system reliability: Identify and address potential
issues before they escalate into system failures or disruptions;
[7], [19]

Enable informed resource allocation: Monitor system re-
source utilization to make informed decisions about infrastruc-
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ture provisioning, whether using cloud-based or on-premise
solutions; [19]

Facilitate responsible AI: Track model bias and fairness
metrics over time to ensure ethical and responsible AI deploy-
ments; [13]

Support user trust: By ensuring consistent model
performance and addressing potential issues, continuous
monitoring helps build and maintain user trust in ML-powered
systems. [20]

The increasing importance of continuous monitoring is high-
lighted by the growing adoption of the MLOps paradigm, which
emphasizes the need to treat ML models as operational systems.
MLOps encourages organizations to adopt practices and tools
that streamline the deployment, monitoring, and maintenance
of ML models, promoting their successful integration into
production environments. [13], [19], [21], [22]

Numerous tools and techniques facilitate continuous mon-
itoring, ranging from open-source libraries to commercial
MLOps platforms. These tools offer features such as: [23]

Performance monitoring: Tracking metrics like accuracy,
precision, recall, and F1-Score; [13], [19]

Data and concept drift detection: Identifying shifts in data
patterns and model input distributions; [9], [13]

Bias and fairness monitoring: Assessing the model’s fair-
ness and potential biases over time; [13]

Alerting and Reporting: Generating alerts and reports to
notify stakeholders of potential issues. [13]

By leveraging these tools and implementing a robust mon-
itoring strategy, organizations can ensure the long-term per-
formance, reliability, and trustworthiness of their deployed
machine learning models.

C. Model Observability

Observability in Machine Learning, applied to production
model pipelines, aims to provide enhanced visibility into the
behavior of the ML system by leveraging telemetry collected
during execution. The concept of observability extends beyond
monitoring predefined metrics, which typically reflect only the
overall system behavior. The proposition of observability is to
enable practitioners to inquire about historical behaviors of the
systems based on output data. [24]

The importance of observability in Machine Learning is re-
lated to the challenge of maintaining stability and reliability of
models in production. Unlike during development, where there
is real-time feedback and errors are more easily identifiable,
models in production suffer from issues such as the lack of
labels for predictions and silent failures that can occur at any
stage of the model execution pipeline. [24]

The observability metrics, collected and analyzed by observ-
ability systems, provide valuable insights into the performance
and behavior of Machine Learning models, enabling, but not
limited to:

Bug detection: It is possible to identify anomalies in the
model performance through the analysis of metrics such as
accuracy, precision, recall, F1-score, AUC, and many others.
Abrupt changes or deviations in these values may indicate
issues in the pipeline, such as drift in the distribution of input
data, data collection failures, or even drift of the model itself.
[3], [24], [25]

Problem diagnosis: Through the analysis of observability
metrics, it is possible to identify which components of the
pipeline are contributing to the detected failures. [24]

Response and correction: Based on the analysis of
observability metrics, it is possible to take actions to correct
the identified problems, such as retraining the model with new
data, adjusting hyperparameters, fixing errors in the code, or
even revising the pipeline structure. [24]

There are three levels of observability of actions, ranging
from highest to lowest: [26]

Fully Observable Action Sequence (FO): All actions in
the plan appear in the observed action sequence. The observed
action sequence contains all actions necessary to transition from
each state to its corresponding successor state. This is the type
of input trace accepted by all existing learning approaches. [26]

Partially Observable Action Sequence (PO): Some of the
actions in the plan appear in the observed action sequence. At
least one of the necessary actions from the plan is missing in
the observed action sequence. [26]

Unobservable Action Sequence (NO): None of the actions
in the plan appear in the observed action sequence. The
observed action sequence is empty. [26]

III. MODEL MANAGEMENT AT ITAÚ UNIBANCO

The methodology underpinning the deployment and evalua-
tion of machine learning models at Itaú Unibanco is rooted in
a rigorous, data-driven approach. Central to this methodology
is the integration of machine learning models with the bank’s
existing IT infrastructure, which enables model deployment and
continuous monitoring. Key components of the methodology
include:

Development and validation: Utilizing a blend of historical
data and real-time transactional data to train models, ensuring
they are robust and capable of handling the dynamic nature of
financial markets.

Model deployment: Implementing a phased rollout of ma-
chine learning models to monitor performance and mitigate
potential risks.
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Continuous monitoring and updating: Employing
automated/semi-automated systems to track model performance
against predefined metrics, indicating opportunities to retrain
models using new data or adjust model parameters.

This methodological framework ensures that machine learn-
ing models deployed by Itaú Unibanco are not only tailored to
the specific needs of the bank but are also flexible enough to
adapt to changing market conditions.

Itaú Unibanco is committed to integrating advanced tech-
nologies, particularly machine learning, to enhance operational
efficiency and customer service quality. The bank’s operations
span diverse financial services, including retail banking, wealth
management, and corporate finance. Within this context, ma-
chine learning models serve as critical tools in several core
functions:

Fraud Detection: Utilizing machine learning to identify and
prevent fraudulent transactions in real-time, thereby reducing
financial losses and strengthening customer trust.

Credit Scoring: Applying sophisticated algorithms to assess
credit risk with higher accuracy, facilitating improved credit
decision-making processes and lowering default rates.

Customer Service: Deploying chatbots and virtual assistants
powered by machine learning to provide timely, relevant assis-
tance, ultimately improving customer satisfaction.

Furthermore, machine learning plays a crucial role across
various sectors. From retail banking for individual customers
and small businesses, to wholesale banking for larger corpo-
rations, every division leverages machine learning to optimize
processes, personalize services, and assess risks. Additionally,
in the realm of investments, machine learning algorithms are
employed to make informed decisions and predict market
trends. In the finance department, this technology aids in
managing assets and analyzing financial data efficiently. Even
the legal sector benefits from machine learning by automating
routine tasks and ensuring compliance with regulatory stan-
dards.

To ensure great model risk management, Itaú Unibanco has
internal policies that regulate model development and usage,
and these policies are constantly evolving to be as complex as
models can be, for example: recently, with the revolution on
Generative AI technologies, that is being quickly applied to a
wide variety of use cases and requires a different approach to
model risk management and monitoring, made the policies be
adapted.

In a nutshell, at Itaú Unibanco, all models need to be added
to the models’ inventory before the use of it, so that the
model governance team can assess the case, mitigate risks
and give advice for the modelers. The models’ inventory uses
details from the model to classify each one inside a level of
criticalness, for instance, if the model has direct impact on

clients, regulations or the bank’s balance sheet – high risk
models need closer attention for the model risk management
team than lower risk ones, such as an independent model
validation before deployment and a more robust and more
timely model monitoring.

The monitoring of models is a critical aspect of Itaú Uni-
banco operations. It involves selecting the appropriate metrics
to track the performance of machine learning models accu-
rately. Establishing a deterioration threshold for these metrics
is essential to prompt actions when model performance de-
clines. This proactive approach allows for timely interventions,
such as retraining the model or implementing adjustments to
maintain its effectiveness. Managing the implications of model
performance degradation ensures that Itaú Unibanco upholds
high standards of accuracy and reliability in its decision-making
processes.

The definition of the monitoring metrics follows closely to
the discussion of what metric is appropriate to evaluate a given
model at all. The model development team sends, along with
the model, a requisition for monitoring, where metrics are
specified. The independent validation team can alter or question
the specified metrics.

Along with the metrics a comparison model is also usually
chosen. This comparison model is either an outside model
that can be bought or a simpler model developed inside the
Bank. After the metrics have been established and a comparison
model is chosen, model risk management is carried automati-
cally. If either of the following happens, a red flag is raised on
that model for a given month:

• The model performance falls below a certain threshold,
define by the independent validation team in conjunction
with the model development team;

• The performance of the model is lower than the alternative
model.

The adoption of machine learning models has yielded signif-
icant benefits for Itaú Unibanco, both in terms of operational
efficiency and customer experience, and, for maintaining a
pristine, robust, conservative image it has been building for
the last more than one hundred years, this progress could only
have been made with rigorous risk management processes.

IV. FINAL CONSIDERATIONS

The field of Model Risk Management (MRM) is continu-
ously evolving, influenced by technological advancements and
regulatory changes. As AI and machine learning become more
deeply integrated into business operations, the importance of
robust MRM frameworks will continue to grow. The continuous
monitoring of models can alert teams about data or concept
drift, system reliability, low performance, and bias and fairness
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situations. These alerts can be triggered before problems are
noticed by customers. Analysis of observability metrics allows
for a deeper understanding of how a machine learning system
functions, the detection and diagnosis of problems, and more
effective corrective measures. This contributes to a more robust
and reliable lifecycle of machine learning model development,
especially in critical systems. Itaú Unibanco addresses model
management with a rigorous approach that covers model qual-
ity, observability, low risk, and continuous integration. This
approach aligns with the legal requirements from the Brazilian
central bank policies.
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[21] R. Miñón, J. Dı́az-De-Arcaya, A. I. Torre-Bastida, G. Zarate, and
A. Moreno-Fernandez-De-Leceta, “Mlpacker: A unified software tool
for packaging and deploying atomic and distributed analytic pipelines,”
2022. [Online]. Available: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=
&arnumber=9854211&isnumber=9854207

[22] B. M. Matsui and D. H. Goya, “Mlops: A guide to its adoption in
the context of responsible ai.” Institute of Electrical and Electronics

6



Engineers Inc., 2022, pp. 45–49. [Online]. Available: http://ieeexplore.
ieee.org/stamp/stamp.jsp?tp=&arnumber=9808770&isnumber=9808570
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