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Facial expression classification is an essential aspect of human interaction, and its proper classification is considered fundamental
for the future inclusion of multimedia psychology into human-computer interfaces. For this purpose, this article aims to identify a
preprocessing pipeline capable of reduce the accuracy variance for facial expression classification. Thereunto, Extended Cohn-Kanade
Dataset, Support Vector Machine, and Bag of Features were used in six pipelines. Compared to a pipeline with minimal preprocessing,
the best results presented an accuracy variance reduction of 65.63%.
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1 INTRODUCTION

Facial expression results from voluntary and non-voluntary face muscles movement denoting an emotional state
[6, 9, 12, 15]. Therefore facial expressions recognition is significant in human communication [1, 5]. Ekman and
Rosenberg [3] developed a taxonomic system capable of characterizing human facial expressions. Thereby, six universal
expressions were discovered: happiness, sadness, fear, disgust, anger, and surprise. Moreover, such expressions can be
found in any known culture, including primitive tribes that rarely interact with modern society [2].

It is possible to say that the skin tonality, bone structure, face shape, and lighting are additional issues whose inclusion
results in a considerable variety of the final facial appearance. For this reason, it is essential to preprocess facial images
before the computation of features, discard unnecessary characteristics, and make the classification process as robust
as possible. In such a direction, this work shows possible solutions to reduce the accuracy variation where there is a
dataset with ethnic variety.

There are three more sections in this work: section 2 contains relevant points for classifying facial expressions;
section 3 contains the experiments, results, and analyses; and section 4 shows the conclusions about the exploration.

2 CLASSIFICATION OF FACIAL EXPRESSIONS BY 2D TECHNIQUES

It is possible to perform the classification of facial expressions in different ways, and generally, it is executed with the
following four steps.
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The input step considers digital images included in the computer system (by acquisition or capture from cameras).
There are several possible data sources for this step, such as: images of the upper face part [6]; 3D face laser scanning
[7]; the stream of surveillance videos [1]; infrared, grayscale, or true-color images. However, we will consider common
2D images in the visible spectrum for this work. The database chosen for the experiments is the Extended Cohn-Kanade
Dataset (CK+) [9]. CK+ is one of the most used databases for the classification of facial expressions, and its data follow
the same standardization established by Ekman and Rosenberg [3].

(a) (b) (c) (d) (e) (f)

Fig. 1. Samples of the steps applied to CK+ dataset images. The images represent: (a) original face detected by Viola and Jones [16],
cropping, resizing, and noise reduction with Gaussian filter; (b) equalization with CLAHE; (c) low pass filtering; (d) and (e) high pass
filtering with Sobel and Fourier respectively; and (f) Canny edge detection.

The preprocessing step is used in almost all image processing applications to improve relevant characteristics for a
specific problem. The most used preprocess approaches for facial expression classifications are: Noise Reduction; Face
Detection; Normalization, and Histogram Equalization [5, 16]. Their usage aims to minimize disturbing details, find the
face positioning and improve contrast. The preprocess applied in this work also follows this organization. In section 3
some tests are described to identify the best solution for our aim.

The feature extraction step computes the features or does characteristic extractions from the image. This extraction
has two parts, definition of the number and type of the features and their computation from the preprocessed images.
The first part is concerned with acknowledging the potential feature properties to see those that best represent the data
to be analyzed. The final part presents their numerical results, which will be managed and used in diverse forms such as
vectors, matrices, points in numerical or boolean space, and histograms. There are several techniques and combinations
for both steps, such as, Local Binary Pattern (LBP) [4], Optical Flow [11], Bag of Features, method based on Scale
Invariant Feature Transform (SIFT) [8], etc., each one with specific properties. In this work, the feature extraction was
made by Bag of Features, that is a method that uses a set of training images to generate a set of local characteristics.
When a new image is added, it extracts the characteristics by clustering it to find the set that most resembles the new
feature set [13]. This way, only features that best represent the images in a generalized way are used in the subsequent
classification process.

This work aims to identify a preprocessing pipeline that makes the information more concise. Therefore the
classification step uses a method that does not belong to the family of deep learning ones. Common methods such as
k-Nearest Neighbors (kNN) [17], Support Vector Machine (SVM) [14], Adaptive Boosting (Adaboost) [18], Bayesian [10],
are examples of these. In this work, an SVM with a Gaussian kernel was employed for being a method with considerable
resistance to overfitting, performs well with a reduced amount of data, and tends to converge to good results with few
iterations.

Once the basic steps for classifying facial expressions have been presented, it is possible to discuss the experiments
carried out and the methods used for them.
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3 THE SIX PREPROCESSING PIPELINES AND THE EXPERIMENTS CARRIED OUT

Altogether, six preprocessing pipelines were analyzed. Each pipeline was computed in the same machine a hundred
times to ensure a statistical relevance closer to the real one, and in each round random samples were chosen. From the
dataset, 68 images per emotion were used, divided into 80% for training and the rest (20%) for validation. At the end of
each round, the average validation accuracy was computed. To better understand the named steps in table 1, they are
described below, detailing the techniques performed in the experiments. Note that the numbers that accompany them
are merely for the organization. Their parameters were chosen by visually analyzing their results in experiments.

Step 1 considers the original image in 8 bits grayscale where the Viola and Jones [16] technique was applied to
identify its region of interest (ROI). Then Gaussian filtering with a 3x3 kernel was used for noise reduction, and a resizing
of 128x128 was applied (Figure 1(a)). Step 2 is a histogram equalization with Contrast Limited Adaptive Histogram
Equalization (CLAHE) using a threshold of two and considering an 8x8 pixel windowing (Figure 1(b)). Step 3 is applied
a Low Pass filtering in the frequency domain (after discrete Fourier transform), considering an elliptic area of 25% of
the image’s size (Figure 1(c)). In Step 4, Sobel filtering is applied using a 3x3 kernel and the same weight for vertical
and horizontal (Figure 1(d)). Step 5 High Pass filtering is performed in the frequency domain, considering an elliptical
area of 10% of the image (Figure 1(e)). Step 6 Canny edge detection is applied, considering 100 as the lower threshold
and the upper threshold of 200 (Figure 1(f)).

Arranging the steps is possible to form the tested pipelines. Note that feature extraction and classification are the
same for all of them. The High pass and Canny scenarios’ performance is poor compared to the other scenarios; for
this reason, both are discarded. Analyzing the average accuracy represented in Table 1, it is notable that four pipelines
have very close performances (Original, CLAHE, Low Pass, and Sobel), between 70.8% and 69.3% accuracy. The named
Original, where the images are almost intact, indicates that the other three (CLAHE, Low pass, and Sobel) where the
images most suffered transformations did not impair the classification model. The robustness of these pipelines can be
verified by the variance presented in Table 1. The best accuracy is achieved in the Original pipeline (70.8%), but it has
the worst accuracy variance among the best four pipelines. Considering the accuracy and accuracy variance, Sobel is
the best pipeline, containing 70.7% of accuracy and an accuracy variance of 3.01 × 10−2. Sobel’s accuracy is 0.1% lower
(compared to Original), but its accuracy variance is 65.63% lower, justifying the tradeoff.

Table 1. Summary of the averaged results in each pipeline.

Pipelines Definition Accuracy in percentage % Variance x102

Original Step 1 70.80 8.76
CLAHE Step 1 + Step 2 69.30 8.41
Low pass Step 1 + Step 2 + Step 3 69.80 7.96
Sobel Step 1 + Step 2 + Step 4 70.70 3.01
High pass Step 1 + Step 2 + Step 5 58.20 13.16
Canny Step 1 + Step 2 + Step 6 55.80 6.96

4 CONCLUSION

Based on Table 1, the Sobel pipeline presents the best results, it highlights face features such as contours, lines, and
volume relevant to facial expressions classification and discard undesired ones, such as light changes and color. Making
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the data less susceptible to variations does not necessarily imply that the classification model achieves higher accuracy,
but the overall result could present a smaller variation margin.

For future works, it is important to explore datasets with a more ethnic diversity to better compare the alternatives.
Varying the used parameters is another work that can be done to analyze if it is possible to achieve a higher accuracy
or a lower accuracy variance.
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