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ABSTRACT
Test automation tools that can accurately control a smart TV device
are rare to be found. The difficulty of creating a system that is able
to control such a device generates specific needs. In addition, the
Brazilian digital television system supports DTVPlay, a middleware
that provides the ability to broadcast interactive applications writ-
ten in HTML5, NCL and Lua, that must be fully implemented on
at least 90% of televisions manufactured in Brazil. Thus, there is
a standard to be followed and a set of tests that need to be per-
formed with each new middleware release. This work presents an
automation tool called TV Test Automation Tool (TVTAT), that per-
forms non-invasive tests on smart TVs, mainly but not restricted to
DTVPlay tests. TVTAT uses real-time computer vision techniques
such as optical character recognition, image pattern matching and
color verification to assert that the middleware’s implementation is
according to the published specification. The results of some test
scenarios are presented, demonstrating that there are trends that
can be found either in application performance situations or in tests
of availability of transmitted applications that depend on DTVPlay.
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1 INTRODUCTION
Smart TVs and their ecosystem are becoming increasingly more
complex, this fact and the demands for quality in tech products
means that assuring this quality through testing is becoming a more
difficult. Testing smart TV products, its features, native applica-
tions, and its use as a platform for third-party applications presents
distinguished challenges to be overcome by an automated test tool,
however it is an indispensable part of its development. When field
tests are not correctly conducted, the final user’s experience may
be negative, in addition to it, fixes for issues found on software
and hardware already in production are much more expensive to
deploy.

*Former employee that can be contated through the email jes-
samine.azevedo@gmail.com.

In a test environment, to ensure the precise measurement and
identification of a process or service event, one has a few options:;

• Create an externally visible code checkpoint, e.g. a log event
written to a serial port in the smart TV’s internal software
routines;

• Observe an event displayed on the smart TV display.
Today, both methods of measurement are used to perform evalu-

ations during a test. However, there are still challenges related to
the second method. The observation of a given visual event could
be done in two ways:

• Human verification;
• Automated verification using image processing or computer
vision techniques.

Automatic testing systems can assist testers so they perform
fewer repetitive tasks, freeing them time to focus onmore analytical
activities. Those tools rely on computer vision to mimic/improve
human visual analysis of events displayed by the system under
test. Some automatic testing systems were already a known and
useful solution for non-smart TVs [18, 21]. With the release of
new, more complex operating systems for smart TVs and their
increasing number of embedded applications from third parties,
the automation of this type of system test is an area of growing
importance [2, 5, 9, 11, 19].

The TVTAT automates the testing of smart TV in order to ensure
their quality, functionality and performance. Figure 1 presents a
comparison of a hypothetical test case tested manually and with
TVTAT. The Test Case Data is responsible to generate a set of the
instructions to simulate interactions with the TV through infrared
blaster commands or power cords turning off. TVTAT is responsi-
ble to execute those instructions and verify if they were executed
correctly using computer-vision techniques.

In this work, two experimental applications of the tool are pre-
sented. The first application generates a set of results when testing
the TizenOS implementation of the Integrated Services Digital
Broadcasting (ISDB-Tb) used by the Brazilian Digital Television
System (SBTVD). It provides a middleware for interactivity features
named DTVPlay, previously known as Ginga [6, 15], focusing on
the features used to implement Nested Context Language (NCL)
and HyperText Markup Language Version 5 (HTML5) applications.
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Figure 1: Overview of the proposed tool. In (A), the manual
test loop of a hypothetical test case being performed by a
tester is shown. In (B), the testing process is automated using
TVTAT and the repetitive test loop of commands and asser-
tions is handled by TVTAT using hardware devices.

The second application is a benchmark among different TV models
to measure performance of content availability in a video stream-
ing app. The goal of this work is to automate the tests that are
made manually and guarantee the robustness and performance,
diminishing the time of the realization of the tests.

The remaining of this paper is organized as follows: Section 2
summarizes the related works in the literature about automated
tests in smart TV. Section 3 gives a brief Introduction on DTV-
Play. Section 4 explains the materials and methods, the algorithms
used by the tool and how a tester can create test scripts that can
be executed by the tool. In Section 5, experiments and results on
benchmarks, the data collected by the tool when executing a DTV-
Play test suite and performance tests of a smart TV application
are presented and analysed. Finaly, the conclusion is presented in
Section 6.

2 RELATEDWORKS
Yeh presents in [28] a tool called Sikuli, which uses a visual ap-
proach to automate graphical user interfaces using computer vision
methods on screenshots. It provides a visual scripting Application
Programming Interface (API) for automating Graphical User In-
terface (GUI) interactions, using patterns on the screen to direct
mouse and keyboard events. Some scripts are presented on the
work, that automate some suitable tasks, such as map navigation
and bus tracking.

In [10] there is a focus on automating the generation of test cases
for web applications, based on a Markov reward process with the
reward being modeled by a function dependent on the number of
asserts failed, code failure and timeout. The experiment shows a
significant improvement on the defect detection capability of test
cases generated through Markov reward process. It also presents
an automated framework to test the smart TV apps.

In [1] it is shown that there is an intrinsic challenge in auto-
matic testing of smart TV software with open problems related to
algorithms for test case generation. It shows that one of the most
crucial problem to be solved is the test generation strategy, and
presents an automated framework to test the smart TV apps. It also
presents an algorithm called EvoCreeper that detects all necessary
view needed in the model for test generation.

Maia et al [20] presents a methodology for automatically test-
ing the module Ginga CC Webservices, using DTV receivers that
include the DTVPlay middleware. Maia shows an improvement by
a factor of three, e.g. from 395 minutes using a manual approach to
131 minutes using an automated approach.

The approach used in TVTAT distinguishes itself from the state
of the art by providing a unique set of features: support for any
device that has a display and an IR receiver, and assertions that
are non-invasive and real-time. This set of features enables it to
better simulate the way the end user interacts with the device.
The methodology presented in [20] is the one that most closely
resembles the one used by TVTAT, however a major difference is
the camera usage. In [20], the camera’s main and only duty is to
capture image evidences, but assertions are done using the images.

3 DTVPLAY
Ginga is an interoperability layer of the Brazilian digital TV system
capable of decoding interactive applications sent by broadcasters.
Interactive applications allow TV users to interoperate with the
digital TV context. DTVPlay is the new generation of Ginga that
integrates the broadcaster with internet services creating a Hybrid
TV concept.

The DTVPlay architecture is composed of multiple subsystems
that decode broadcaster apps at Digital Television (DTV) receiver,
control app life cycle, perform media playback and monitor broad-
cast events. Among the supported DTVPlay applications are NCL,
Lua, HTML5, etc.

DTVPlay’s specifications are defined by several technical stan-
dards published by the Brazilian Association of Technical Standards
(ABNT), the list can be found in [14] and is composed of the Ginga
Common Core (Ginga-CC) subsystem, supporting NCL and HTML5
applications [24]. These specifications form the basis of one the test
suites presented in this work.

DTVPlay NCL features are based on the principle of closed loop
information that allows the user, or the terminal, to send infor-
mation back to the broadcaster via Transmission Control Protocol
(TCP) [8]. Therefore, Testing DTVPlay is a necessity to assert that
all features work as expected and are ready for the broadcasters to
make applications based on this system available [3, 27]. Recent
works demonstrate the challenges around middleware testing, as
the lack of regulation about its implementation can lead to stan-
dardization issues [12].
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4 MATERIALS AND METHODS

Figure 2: Flow of data between the tool’s modules during the
execution of an assertion defined in test script.

The system’s architecture and its flow of information are shown
in Figure 2, separated into three main modules: (a) script interpreter;
(b) image processing and verification; and (c) hardware controller.
The script interpreter controls the execution process, by reading
the test case scripts, executing the commands and assertions in
them. Verification tasks are delegated to the image processing and
verification module, that uses the images collected by the camera’s
video stream to assert that the state of the Device under Test (DuT) is
the one expected by the test case. The hardware controller module is
tasked with sending inputs to the DuT, simulating user interactions
defined by the test case.

In Figure 3, the connections of the TVTAT with front-end, back-
end and controlled devices are shown. The web front-end consist
of a page whose main role is to make the live video being recorded
by the tool to be more accessible to multiple remote users while
the devices are in the testing process. The HTML5 page with static
components is served by an HTTP server, that contains dynamic
components rendered and made interactive by JavaScript compo-
nents. The back-end is responsible for starting the Flask (HTTP)
server and the JavaScript application that reads the local FFmpeg
video stream, encodes it to MPEG-2 and pushes the encoded video
data to the client using a websocket.

The desktop GUI is based on Tkinter, the GUI framework from
Python’s standard library, and is the main GUI used by the testers.
Their features include a built-in text editor for writing automation
scripts, camera configuration screens, homography settings, man-
ual testing and management of the automated test case execution
sequence.

Still on the back-end, there is the portion of the TVTAT, in which
frame preprocessing and frame verification for test case events are
carried out. The back-end is also responsible for recording the test
case video using FFmpeg, which can be used for verifications after
those performed automatically. In addition, TVTAT exposes an API
that can be used to control Transport Stream files that are trans-
mitted by a modulator device, using the command line program

Figure 3: Flow of data between the tool, controlled devices
and front-ends

DtPlay [4]. Also, the API allows the use of the Arduino device to
control TV navigation through infrared commands, capture logs
and control TV via serial interface.

4.1 Test case scripting
Test tools can be classified as scripted or scriptless [7], the first
reads a set of already predefined instructions created either by the
tool developers or a test case creator. Scriptless test tools try to
navigate through the functionalities of the system under test using
some Action Selection Mechanism (ASM) [7].

In TVTAT, the test case scenarios are already pregenerated, and
their behavior is well-defined by the DTVPlay specification. For
storing the execution sequence of the sets of test cases that compose
a scenario, TVTAT uses a file format based on JavaScript Object
Notation (JSON) format. These files are created and edited by the
user through TVTAT’s GUI.

The test scripts can be written in two languages: a TVTAT
domain-specific language, called TV Test Automation Tool Script
(TVTATScript), or Python 3. TVTATScript files are parsed and inter-
preted by the TVTAT application, while the Python scripts call the
application’s classes and procedures directly. The diagram shown
in Figure 4 describes some steps executed by the script interpreter
in an example test case:
(A) The expected user input to the TV is read from the script

and sent using external hardware;
(B) an expected response is read from the script, in this case a

QR code with a specific value should be displayed at some
position on the screen. The tool then verifies this in real time,
reading the camera’s video stream;

(C) the expected and actual result are stored and afterwards
written to a test report that is visible to the user.

Using the test scripts, the tester can control the TV through
an infrared blaster that emulates a user’s remote control, and tog-
gle the TV’s power supply by sending commands to an Arduino
electrical relay connected to the TV’s power line. Additionally, the
user can create assertions using verification methods that act upon
the frames captured by the connected camera, collect evidence as
video recordings and screenshots, call other TVTAT scripts, and
implement basic logic using conditionals and counter statements.
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Figure 4: Overview of interactions between the DuT and test
script commands being executed by the test tool, where each
of the steps is sequential in time.

Two examples of test case scripts are shown below in the form of
pseudocode. In Pseudocode 1, the test involves reading a QR code
that marks the start of the test case, indicated in line 5 of the script.
If the QR code is read correctly, line 7, it performs color verification,
line 8. Otherwise, it performs a screen capture, line 10. Then, the
expected result is printed and the artifacts are saved.

Pseudocode 1: Example TVTATScript language with QR code
reader and color verification

1 PRINT(" Test_Example_1 ")

2
3 CALL_SCRIPT ()

4
5 QR_CODE_RESULT = QRCODE_READER(qr code location)

6
7 IF QR_CODE_RESULT is TRUE:

8 COLOR_VERIFY(color hex code; image slice location)

9 ELSE:

10 SCREEN_SHOT ()

11
12 SECONDS_SLEEP (1)

13
14 PRINT (""" Expected Result: The rectangle with "blue"

color and with "fill" mode must be displayed on left

and top of the screen .""")

In the second script represented by the Pseudocode 2, the process
is analogous to the first, but instead of a color verification, it expects
the detection of an object dynamically generated by the test and
rendered by DTVPlay on the TV’s screen, the tests consists in trying
getting text content with Optical Character Recognition (OCR), line
7, then, a template match is executed, line 8.

Pseudocode 2: Example TVTAT language with OCR and tem-
plate match

1 PRINT(" Test_Example_2 ")

2 CALL_SCRIPT ()

3
4 QR_CODE_RESULT = QRCODE_READER(qr code location)

5
6 IF QR_CODE_RESULT is TRUE:

7 OCR_RUN(expected string;image slice to be read)

8 TEMPLATE_MATCH(expected picture sample;image portion

to be read)

9 ELSE:

10 SCREEN_SHOT ()

11
12 SECONDS_SLEEP (1)

13
14 PRINT (""" Expected Result: The media must have one

rectangle and two texts. The rectangle must be

displayed on next right and next bottom of the

screen with "black" border. It must contain two

texts: the horizontal text must be displayed on next

right and next top of the screen. The vertical text

must be displayed on next left and next bottom of

the screen .""")

4.2 Image processing
TVTAT makes use of different image processing techniques to
improve its assertion capability. Figure 5 demonstrates the frame
flux for user visualization and processing for tests verification. The
tool implements different types of verification methods, the main
ones being: QR code reader, template matching, color verification
and OCR, that defines which frame processing algorithm will be
used for validation. The QR code assertion command uses the QR
code detection method from OpenCV, the picture command uses
the OpenCV template match method, following this logic, for color
verification and optical character recognition, the Python colormath
library and Tesseract OCR were used, respectively.

The main preprocessing done to the captured video frames is
homography and perspective transformation, to enable flexibility in
the camera positions and angles used in the test bed setup [16]. To
set up the homography, the tester can use a graphical user interface
window. There, the correct camera can be selected on a menu and
the homography coordinates can be set by dragging the edges of
the homography polygon to match the edges of the TV display that
is shown in a live video stream from the selected camera. Finally,
the user will save the configuration by clicking on the save button.
The result is that the processed frames contain only the TV image
as a rectangle, with the background and perspective removed.

The homography plus the perspective correction runs for every
frame, the user is capable of checking the raw and post homography
videos to check whether the quality is sufficient before starting
recording the test cases. Test cases written from multiple camera
angles can be executed, reused and mixed due to this feature.

Most verification methods also crop a region of interest from the
frame before processing to reduce the required processing require-
ments. This region is user-defined during the writing of the test
case script.

4.2.1 Optical Character Recognition. The OCR method used in
TVTAT is provided by the pytesseract package, a wrapper for the
Tesseract-OCR Engine [25]. By default, Tesseract is set to use Brazil-
ian Portuguese and English dictionaries for detection, but additional
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Figure 5: Image processing overview

languages can be installed. The string capture on the images by
the OCR is triggered for specific frames, when is expected to find
specific text on frames.

4.2.2 Template match. Asserts that a rectangular area captured by
the tester is similar to the defined area in the frames of the captured
video, in a given location. Before the template match function is
executed, the passed frame region is converted from the default
BGR (blue, green, red) color format to grayscale. A user-defined
tolerance parameter is also used to adjust the similarity required
between the expected and actual samples to pass the assertion. The
template match method used is from the Python OpenCV library,
with the normalized correlation coefficient operation [16].

4.2.3 Color Verification. Color assertions are made using color
comparisons between the captured pixels and an RGB value de-
fined in the test case script, with an additional tolerance value.
The color comparison uses the CIE 2000 color difference formula,
that returns a numeric value corresponding to the difference be-
tween the two given colors. Its implementation is provided by the
colormath package [26], that attempts to account for differences
in human color perception. The dominant colors from cropped
from ROI images are calculated using the Kmeans method with the
centers initialized in random positions. The Kmeans algorithm is
performed to get clusters of colors, with the centroid of each cluster
being the most relevant colors for that image [16].

4.3 DTVPlay Test Suite Metrics
The manual execution of the test cases using DTVPlay test suite
will be compared to the proposed tool. A subset of the test suite
will be manually executed, while the automated test suite will run
completely. Time efficiency of both methods will be compared.

Identifying the test cases that are flaky [22] is crucial for the
tester and the development team, because failed tests scenarios

can lead to unwanted and unnecessary troubleshooting work. To
help identify types of tests cases automated by the TVTAT that
have unpredictable behavior, the Recursive Feature Elimination
(RFE) algorithm was used with Gradient Boosting Classifier (GBC)
[13, 17].

This algorithm tests a classification model with each of the fea-
tures separately and then selects the features that lead to a more
accurate model. The parameters chosen as inputs to the RFE were:
the feature tested by the test case, the verification type, the execu-
tion time and whether the assertion passed or not, in other words,
how flaky the test case is. The output of the algorithm is subjected
to an ordinal ranking system based on how correlated each feature
is with the success or failure of the test cases, a low ranking is
associated with uncorrelated test case behavior.

To make this evaluation, two experiments were made, both with
a loop of 30 evaluations, wherein executed with the RFE and GBC,
the parameters of the GBC were set to randomly vary as follows
[23]:

• learning rate - Any random float number from 0 to 0.1. The
contribution of each tree decreases as learning rate increases.
Between learning rate and number of estimators, there is a
trade-off. Values must fall between the [0.0,∞] range.

• subsample - Any random float number bellow than 1.0. The
percentage of samples that will be utilized to suit each base
learner individually. Stochastic Gradient Boosting is the re-
sult if the value is less than 1.0. number of estimators is
a parameter that is affected by subsample. A reduction in
variance and an increase in bias result from selecting a sub-
sample size of 1.0. Values must fall within the [(0.0, 1.0]
range.

• number of estimators - Any random item number from 10 to
300. The quantity of boosting steps to take. A large number
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typically yields better performance because gradient boost-
ing is fairly resistant to over-fitting. Values must fall within
the [1,∞] range.

4.4 Application Benchmarking Approach
To validate the usefulness of TVTAT when interacting with het-
erogeneous devices, the same smart TV application was tested in
different models and brands of smart TV devices. The application
has similar GUI in all devices. TVTAT interacts in the same way
as an end user, by using the basic input and outputs of the device.
These are the display for output and the IR receiver for input. This
enables TVTAT to test different devices without modifications to
the test script.

This benchmarking provides data about the application’s perfor-
mance among environments. This enables the testers of the appli-
cation to identify performance differences and trends of the tested
application in different devices. To analyse these trends, simple
linear regression is performed on the resulting data points.

5 EXPERIMENTS AND RESULTS
5.1 Testbed Setup
The Hardware used to perform the experiments is summarized
below:

• High Definition Webcam connected at the host desktop;
• USB-Serial converter;
• Infrared (IR) sender device driven by microcontroller;
• Microcontroller to drive relay module;
• Transport Stream Modulator.

The TV is the device tested by TVTAT, and the Windows desk-
top is where TVTAT is installed and executed. The interactions
between the TVTAT service and the TV happen through periph-
eral devices attached to the desktop: the IR sender, power relay,
modulator and serial connection. On its usual configuration, the IR
sender microcontroller and power relay are both Arduino modules.
All verification procedures are performed using image processing,
using the connected webcam as the source of frames.

5.2 DTVPlay Manual Test Suite
To establish a baseline to be compared to the results of the auto-
mated tests, a set of manual tests was done. A team of 3 testers was
assembled, and a set of test cases was selected. This set was com-
posed of 20 randomly selected test cases for each NCL functional
area in Table 1, for a total 0f 220 test cases.

The testers operated the TV and made visual assertions as speci-
fied by the test scripts. The time taken for each test was recorded.
In this manual test experiment, each test case took an average of
100 seconds to be completed.

5.3 DTVPlay Automated Test Suite
In this experiment, the tool is used to test a set of features offered
by DTVPlay. The connected modulator device is used to transmit a
digital television signal to the TV over a coaxial cable. These signal
streams are stored in MPEG Transport Stream (TS) files inside the
Windows file system, where each TS file corresponds to a DTVPlay
test case. Embedded in these TS files are the test NCL scripts that

Table 1: NCL functional areas tested andnumber of assertions

Functional Area Assert. Functional Area Assert.
Component 2243 Presentation Control 157
Presentation 1208 Linking 130
Interface 1159 Animation 102
Connectors 572 Transition 80
Layout 341 Structure 60
Reuse 256 — —

should trigger behaviors visible in the TV’s display, drawn over the
digital TV transmission by DTVPlay.

The testing of the features offered by NCL is split into 11 sets
of test cases, where each evaluates one of the functional areas of
NCL, as shown in Table 1. Additionally, some functional areas are
currently not tested by the tool, these areas are Components Con-
text, Persistent, Transitions Effects, Settings and Canvas. Assertions
are classified based on the type of verification used, which can be
Screenshot, QR Code, Template Match, Color Verify, or OCR.

TVTAT generates a report file for each test cycle, containing
actual and expected results, execution time and the success status
of the test, which may be unsuccessful due to failures or deficien-
cies of the tool and environment, or a DTVPlay implementation
problem for this test case. The set of results assessed by this work
corresponds to a total of 3049 executed tests cases. Each test case
has a varying number of assertions, for a total of 7669. Of this total,
6308 assertions are classified by the functional area they test, ac-
cording to Table 1. An additional 1361 assertions are not classified.
For this result the test suite was executed three times: on the first
execution, all of its test case were executed. On the second cycle
only the failing test cases from the first cycle were executed again.
So, the third cycle only the failing test cases from the second cycle
were executed again.

5.3.1 Result Analysis. The boxplots of the features tested by the
test suite were generated and are displayed on Figure 6. Those
plots display the dynamic of each feature on the overall test case
execution. It is visible that there are notable differences of execution
time between successful and failed test cases, and the tendency that
failed test cases almost certainly will present a longer execution
time than successful test cases. This is due to the way the tool
works, it generates failures when a timeout is reached without the
expected event being found, but generates successes at the moment
the event is found, skipping the timeout. For some cases, it can
be seen that the samples correspond only to outliers, meanwhile
other cases shows that there a tiny number of samples for compute
the boxplot, that is the case for the Transition and Reuse function
areas.

The experiment differs on the presence of the execution time as
input for the RFE to process. The result is shown in Figure 7. The
bar plots use the mean ranking for each feature with an error bar
delimiting the 95% confidence interval for each rank. The result of
the first Figure 7a and second Figure 7b demonstrate how the influ-
ence of execution time changes the perception of most important
feature for classification, the Reuse functional area is shifted to the
first place when execution time is not taken into account by the
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Figure 6: Boxplot of first set features based on the result and execution time: Structure, Layout, Component and Interface;
Presentation Specification, Linking, Connectors and Presentation Control; Reuse, Animation and Transition.

GBC. The other features have an error bar varying from 1 to 3 in
ranking.

5.4 Application Performance Benchmarks
In this experiment, the tool was deployed to execute benchmark
performance tests on different TV models. In this benchmark, the
performance of a generic streaming application installed on all
the TVs was measured. The common procedure consisted of defin-
ing start and finish points, measuring the time at each point and
computing the time difference between the points, resulting in
the execution time for the test case scenario. Based on the com-
mon procedure, two test case scenarios were defined. These two
scenarios collect four different time measurements, 𝑡1, 𝑡2, 𝑡3, and
𝑡4. Diagrams of the steps in each scenario are shown in Figure 8

and Figure 9, and their executions are described in the following
paragraphs.

5.4.1 Content Load Tests. In the content load scenario, tool mea-
sures the time between when the user sees the application’s home
screen, START, and when any video content starts being displayed,
END. There are two variations for this scenario: loading a video
content 𝑡1, and loading live-streamed content 𝑡2.

The steps shown in the block diagram in Figure 8 are enumerated
and detailed below:

(1) the application is at the home screen, the test tool records
the time;

(2) IR commands are sent to navigate the home screen and open
a video or a live stream;
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(a) without execution time on the experiment.

(b) with execution time on the experiment.

Figure 7: Mean ranking of the features using RFE.

Figure 8: Block diagram of the content load application per-
formance benchmark scenario.

(3) the test tool waits for the first chunk of the stream to load
and be displayed, then records the time;

(4) back to 1.

5.4.2 Cold Boot Tests. In the cold boot scenario, the TV starts
in a powered off state, with the relay where its power supply is
connected toggled off. When the test tool sends the command to
toggle on the relay, the first time measurement, START, is taken.
The TV boots up due to the toggling of its power, while the test tool
waits for a valid template match of the TV home screen. When the
home screen is found, it navigates to the application and launches
it, waiting again for a successful template match against a sample
of the application home screen. When the application home screen
is found. The second time measurement,MIDDLE, is made. The
tool navigates to a video content, opens it and waits for the content
to start being loaded and displayed on the screen. Then, it measures
the time again, END. From this scenario, two different times are
derived: the time between START andMIDDLE, measuring the
time 𝑡3 between the TV being powered on and the application home
screen being displayed, and the time between START and END,
measuring the time 𝑡4 between the TV being powered on and a
video content inside the application being displayed.

Figure 9: Block diagram of the cold boot application perfor-
mance benchmark scenario.

The steps shown in the block diagram in Figure 9 are enumerated
and detailed below:

(1) the TV has its power supply turned off;
(2) the power supply is turned on by toggling a relay, the test

tool records the time;
(3) the test tool waits for the TV home screen to load;
(4) IR commands are sent to navigate the home screen and open

the application;
(5) the test tool waits for the application’s home screen to load,

then records the time;
(6) the test tool navigates to open a video content;
(7) the test tool waits for the first chunk of the video to load and

be displayed, then records the time;
(8) back to 1.

5.4.3 Result Analysis. All test scenario variations ran in a loop,
31 repetitions were performed for each one of them. Figure 10
shows the performance trends in the loading times for all scenarios.
The confidence intervals, and error bar are shown in the plots for
every experiment. This graph creates an average every 5 samples,
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generates an error bar, and uses these sample averages as stakes
that summarize the experiment up to that point.

Figure 10a and Figure 10b present the measured times for the
video and live stream load test cases. In Figure 10a, certain models
tend to lose performance over time, such as models A, E and D in
the static content test, and only model D in the case of live content.
One of the models has a tendency to improve performance, model
C in Figure 10a. In the remaining cases, the models tend to have
stable content availability times.

Figure 10d and Figure 10c present the measured times for the cold
boot performance test cases. It is possible to see that certain models
are considerably faster than others, and no trend is noticeable as
the experiment continued.

6 CONCLUSION
In this work a test automation tool called TVTAT is presented, that
provides tools and graphical interfaces that assist in creating smart
TV test cases and organizing them into scenarios consisting of test
case sequences. Its test script runner enables offloading the massive
work of testing all aspects of DTVPlay with the automation tool.

From the obtained results, and the methodology presented, it
is possible to identify the intrinsic characteristics and challenges
present in smart TV testing using real-time image validation with
cameras. The tests examined in this work include DTVPlay middle-
ware and streaming applications. TVTAT speeds up the process of
these tests, e.g., for a test with the manual execution time of 100
seconds, it is reduced to 86.23 seconds, with no human interven-
tion, freeing many man-hours of repetitive tasks. The fact that the
execution time of a test is correlated with its failure rate means that
the real-time capture process could have a more accurate reactivity
during tests in order to detect more quickly that a test scenario is
failing, therefore opening up the possibility for future performance
improvements.

The use of TVTAT smart TV automation is very promising, the
tool avoids invasive control of the TV and is able to perform the ex-
act same test on multiple smart TV models. Future work is expected
to add tests for the HTML5 feature of DTVPlay, optimize the image
preprocessing to have a faster and more efficient execution of each
type of command, and improve the performance and stability of
TVTAT.
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