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Abstract 

This paper presents various models that have approched the visuo-motor coordi
nation in human beings. These selected models are based on neural networks coupled 
with intuitive ideas which try to explain how human beings solve the arm coordena
tion problem. Dasically, the goals are thc simulation of the circular reaction found 
in infants, the path planning or the solution of the inverse kinematics into a robot 
environment. A model proposed by the author is discussed and qualitativy analyses 
are made. 
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1 Introduction 

Research in visuo-motor coordinat ion is a large multidisciplinary field, embracing robotics, 
artificial intelligence, neuroscience, psychology, and physiology. Technological fields, such 
as robotics and artificial intelligence, expect to synthesize some aspects of human motor 
ability in order to assemble automaton machines [1, 2]. Juxtaposing the technological goals, 
psychology, physiology and neuroscience search for major understanding of brain functions, 
and consequently of human behavior [3] . 

Moreover, both the technological and scientifical research views have addressed distinct 
aspects of the visuo-motor coordination of an arm. Robotics, as a technological field, 
provides more exact mathematical formulations for the geometrical and time-dependent 
properties of motion, based on non-trivial algorithm techniques. Such formulations are 
essential to promote general and reliable motion in robot arms. In contrast, a scientific view, 
based. on psychology, physiology and neuroscience, provides a description o f t he unconscious 
computation concerning the brain functions [4]. These descriptions take into consideration 
perception, adaptation and motivation, well-known charactedstics of biological beings. 

Indeed, in the study of visuo-motor coordination of an arm, no single mathematical for
mulation or description explains ali mechanisms which generates arm movemcnts. In this 
context, the research topic must be addressed by technological and scientific views. A tech
nological enginecring approach of representing robot motion, or a scientific description of 
the motor cortex anc:l correlated neural areas, provides distinct representation and com

. prehension for arm visuo-motor coordination. Both views are scientifically acceptable, and 
~ust be carefully addressed in order to obtain a complete understanding of the processes 
addressed by the visuo-motor coordination of the arm. 

At first, how learning can be artificially approached will be discussed. For the sake of 
understanding, a self-organizing neural mapping will be presented in which a competitive 
lea:rning technique in an unsupervised fashion is employed. 

After, methods that have recently been used for the visuo-molor conlrol of robot arms 
will be examined. Such mcthods have intcgrated neural network models with intuitivc ideas 
in order to simulat~ a rm movements. These methods address the act o f precisely positioning 
a non-redundant arm in its workspace, or the path-planning among obstacles, or the a rm 
inverse kinematic. 

The early research in visuo-motor coordination is presented based on goals, achievcments. 
restrictions, basic ideas, applications of the methods. In t he final part, the model proposed 
by the author [5, 6] is discussed, and its advantages are presented. The author stress 
that it not objective of the paper to present ali models which have approach visuo-motor 
coordination, but only make qualitative analyses about some of them. 
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2 Learning: an artificial approach 

The behavior of animais is not only determined genetically but also by a learning process 
which adapts the animal to its environment. Two styles of information processing which 
performs learning can be identified: (i) a logical processing through symbols, and (ii) an 
adaptive processing through a distributed parallel processing in a neural network fashion. In 
the second type o f information processing, learning is carried out by modifying 'the synaptic 

weights in lhe neural circuits through a continuous change of the connectiv.ity of the cells. 
We cal! such a process competitive learníng. 

Physiological interactions among excitatory and inhibitory neurons in a realistic neural 

circuit of the hippercampal field CAI has been shown to operate a simple competi t ive 
mechanism, selecting lhe cell which receives lhe strongest activation to respond to the 
stimulus [7]. This mechanism is coined winner-takes-a/1. Artificial approaches which are 
biologically-inspired have been proposed to produce competitive learning. An important 
representative is the vector quantization algorithm [8, 9]. 

Artificial competitive learning implies that units in a matrix lattice compete in lhe process 
of activation in accordance with their relational distance measured over lhe lattice. The 
lattice is sheet-like, carrying a finite number of nodes. The units accommodate to a specific 
pattern of activation through an unsupervised learning process. 

Competitive learning is characterized by only one group of units a t a t ime being recalled 

in response to a current stimulus. This group has the tendency to become ordered in the 
location o f the stimulus as i f a meaningful , dynamic', local coordinate system is created in the 
place and t ime that lhe stimulus is applied. In an unsuperviscd fashion, disjointed clusters 

are formed and only one neuron is aclive in each cluster at a time. This characteristic is 
similar to lhe formation of a topological map governed by a local coordinate system (10). 

To betler understand this process, we consider the self-organizing feature map which 

makes use of the competitive learning in an unsupervised manner. This neural network will 
be described in greater detail in many other sections of this thesis. Other types of neural 
networks, such as backpropagation, can be used to learn the visual and motor maps which 
will be described here. However, the self-organ izing neural network has been adopted due 
to the possibility of creating an abstract state-space associated with the vector units of 
the neural network. Such represenla.tion, useful as a mathematical tool for discribing lhe 
topology involved in the arm visuo-motor coordination, is not achievcd by using fe~dforward 

o r backpropagation neural net works. 

The self-organizing feature map employs a finite SPt of:; x :; units of a two-dimensional 

la ttice r, each unit being associated with a vector tii,.. The location of any unit in thc lattice 
is specified by the index ' n' anda position vector Zn = (.:,., Zy)· At first lhe components of 
the vectors tiin are initialized randomly. 

Let us consider random signals giv<'n by a /; dim~nsioual V<'<"tor ii with t hc same dim<'n-
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kmin 

Figure 1: Learning-step-size parameters c and u . Both parameters alter in accordance with the adap
lation step k . The parameler c modulates the ampli tude of lhe function hn.<• and u modulates lhe size of 
the neighborhood region defined by hn.<· 

angles to their respective visual end-effector position. In the first approach [11), given 
a target position in Lhe workspace, an arm posture whose end-effector position is closed 
to the required target position is estimated by a "winner-takes-all " neural unit onto a 
three-dimensional neural network grid. The realization of this posture is denoted as gross 
movement. lndeed, the grid fills the arm workspace in which each node of the grid is asso
ciated with a matrix whose elements represent the partial derivatives of the displacement 
of joint angles in relation to visual displacement of the end-effector acquired by a pair of 
cameras (the local Jacobian matrix in that position). A fine movement following the gross 
movement is performed by using a specific linear correction involving the Jacobian matrix. 
The main difference between this approach and the other methods [21 , 22, 16) is the use of 
the three-dimensional map over the workspace and the use of the local correction provided 
by the Jacobian . A variant of the previous approach has been successfully implemented in 
a real arm (PUMA 560) [20] . The positioning error achieved by one unit after the iterative 
learning is around I mm. Despite of this small error for positioning the arm end-effector, 
this approach is not able to reproduce ali possible postures of a redundant robot arm since 
the grid response for a target position is a neural unit vector describing a set of joint angles 
which reproduce only a single posture for the desired position. 

Neurobot is the dcsignation of an approach which learns how to reproduce movements 
in a non-redundant arm based on a Kohonen neural network [8, 9] which also maps visual 
and motor information. This system simulates movements in a robot arm with two degree 
of freedom. The method develops a cognitive map which connects arm end-effector posi
tion and its respective joint angles set. Since the relationship between visual information 
(end-effector position) and arm posture (joint angle set) is one-to-one for the two degrees
of-frecdom arm, a computational link between these two sets of information is established. 
Pa.th planning is a.chieved by sprea.ding activa.tion pa.ssing signals among the neighboring 
unit.s. Por obsta.clc avoida.nce, Saxon and Mukerjee [15) suggcst that when the obstacle 
is placed directly in the workspa.ce. the neural units, whose receptive field lie in lhe re
gion endosed by the obstaclc, are recruited onto the lattice responsible for tesselating lhe 
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sionality o f the weight vectors tiin E rn_k. The wínner unit tiic is identified through 

c : 11 ü - tiic 11 :5 11 ü - tiin 11 V n E f , (1) 

with reference to an arbitrary metric. Usually an Euclidian metric is adopted. Thus the 
winner unit tiic overtakes the representation of the input vector ü in the lattice. 

A symmetric neighborhood surrounding the winner unit c is defined by a function hn,c· 
This function selects a group of units in which an adaptation of its component takes place. 

Updating is thus applied to the units in the topological neighborhood defined by hn,c in 
accordance with 

(2) 

T he best representation for the function hn,c is defined to be a Gaussian 

(3) 

where 11 Z:. - Fc 11 indicates a norm distance in the two-dimensional neural lattice between 
t he elements ' n' and 'c'. 

The parameter f is the learning step size, and u is t he size of the neighborhood region. 
8oth variables are functions o f the adaptation step ' k' [11, 8], in conformity with 

(
Uj )e,;,. 

U=U0 -

U o 
( 4) 

(5) 

where u0 . u1,t0 a nd fJ are parameters to be defined during a simulation, in order that the 
neural network may achieve convergence. F'igure 1 illustrates how the f and u parameters 
are altered with the adaptation step /.: from values between kmin to kma:e· Initially u and f 

are large for rapid but coarse adapta.tion but decrease during the learning time, achieving 
a fine tuning for kmo:e· 

3 Adaptive methods for visuo-motor coordination 

Rec<'ntly. neural network models have been recognized as useful tools in creating t heoret
ical approaches for rcproducing arm movements. Ritter and Schulten (11, 12], Ritter ~t . 
a/ [l:J] , Mart inetz and Schultcn (14] , Saxon and Mukerjee (15] , Graff and Lalond (16, 17], 
1\uppcrstein (18] and Groosberg [19], among others, have approached an artificial visuo
motor system int.egrating neural network and other computational techniques in order to 
conduct mo v<'ments in an artificial arm. 

Ritter f'l ai [li, 12. 13] and Martinetz e/ a/ (14, 20] propose a system to simulate the 
visuo-motor coordination of an arm. T his system learns arm postures relating their joint 
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workspace. Those unils immediately cause inhibition of the neural units onto the neural 
lattice which carries information about the joint angles. T he Neurobot follows the same 
scheme proposed by Martinetz et. a/ (14] since it uses a Kohonen-type algorithm, and by 
Graf and LaLond [17] since it uses a similar inhibitory strategy linking t he units of various 
lattices which represent the workspace and the configurat ion space o f the arm. However, the 
literature does not clarify how the inhibition is really introduced into the neural network. 

The geometric shape of an obstacle in lhe configuration space has geometrical deforma
tions in comparison with its real shape in the workspace [1, 23]. In Saxon's method, the 
obstacle region in configuration space is not processed analytically; therefore, it must be 
pre-developed through links between the joint angles (arm configuration space) and t he 
visual position (workspace) by trial and error during arm movements. As a consequence, 
t he number of links to be processed among points in these two spaces is astonishingly large. 
Thus, the method is only useful in the case of non-redundant arms. 

Neuroplan was developed by Graf and Lalonde [16, 17]. It is a well-designed approach 
for avoiding collisions using a non-redundant arm manipulator. lt learns the topology of 
three maps: the obstacle, the arm configuration and the visual configuration. The inter
map connections, like Saxon's method, helps in generating the allowable postures onto t he 
abstract space of the arm configurations. The implementat ion was performed for a two 
degrees-of-freedom and revolute joint a rm robot. lt is mentioned that the approach can be 
generalized for redundant robots. Graf [16] suggests that the system can be made a rbitrarily 
precise by increasing the number of processors and connections. However, as in thc case 
of .Neurobot, by simple calculations it is verified that the number of inter-connection is 
prohibitive for simulating redundant arm movement in a space where obstacles a re present. 
Neuroplan and .Neurobot are historically important since they are the first approaches which 
have addressed distinct neural maps for lhe visual space, the configuration space, a nd the 

wor~space. 

Massoni and Bizzi [21] deal with the problem of generating time-trajectories of a limb 
from a starting posture moving towa rd a target position specified by sensory st imulus. 
A t hree- layer see 
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T he last method to be discussed has becn developed by Campos [5] . The model adopts 
a self-organizing adaptive map algori thm to learn ali possible postures for an artificia l arm 
of a rbitrary design placed in a three-dimensional workspace. Arm postures are represented 
t hrough their projections onto a set of image planes. Based on the orientation and lcngth 
of the links extracted from thesc images, a topological state space Q is generated. Arm 
kinematics is exprcssed as a t ra nsformat ion o f topological hypersurfaces, t he intersections o f 
which represents the multiplc postures of the arm in t he workspace for a given end-effector 
position. 

lmplementation of the previous model for visuo-motor coordination of the SoftArm robot 
( Rubbertuator) had been developed [6]. The algorithm supported t he learning o f ali possible 
postures of the redundant arm, reproducing multiple postures for any arbitrary end-effector 
position of the arm in the three-dimensional workspace. T he computational a lgori thm 
accomplished three different a rtificial neural network components , responsible for visual 
and motor maps. These components: the motor components and the visual component 
were interconnected, forming a synergetic neural structure where the arm poslures were 

memorized. 

Gripper positioning presents a task of placing the arm gripper in the arm workspace based 
on t he visual camera information stored into each neuron of the neural component which 
tessellates the visual space. After the learning phase, for each spatial position memorized 
in the visual neural component, many motor stimuli are possible to be generated by the 
motor components. Based on t hese stimuli , a li memorized mult iple arm postures may be 
synergetically reproduced by the motor components. Those arm postures reproduce various 
orientation for lhe gripper. As example, figure 2 shows three different orienlalion of the 
gripper, provided by the algorithm, for reaching a specific position in lhe arm workspace. 

4 Conclus ion 

The major features of l he methods presenled by Graf and Lalond, Ritter, Saxon, Martinez, 
Massoni and Bizzi, Grossberg are: the vector unils in the neural network must completely 
fill the workspace of the arm, the configuration space, and the visual end-effector position 
space (visuo-space) in order to reproduce ali arm movement possibilities. lndeed, it seems 
that t hose methods have followed a generic understanding in motor physiology [26, 27] 
which have poinled oul that there exisl neurons in the motor cortex responsible for each 
arm task, or each posture of the a rm, or for each posil ion of lhe visual field in the retina. 
Such understanding seems to support a one-lo·one relation between neuron and posture 
or neuron and task to be solved. Also, ali connections which relate points in these spaces: 
workspace, configuration space, and visuo-space musl be developed a priori obeying a 
one-lo·one rela tion. Notice thal each vector unit specifically placed into the configuration 
space contains information of a specific arm posture. None of these methods examines the 
existence of redundancy in arm postures for reaching a specific position in the physical 

space. 
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On the other hand, in the method proposed by the author, the mastery of learning multi
pie arm postures based on invariances in the configuration space is essential for performing 
the task of gripper positioning. During implementation of the method in an artificial arm, 
interconnection among neural structures were adopted, structuring a large adaptive data 
base. The neural structure and interconnection had obeyed a predefined design. In sum
mary, components of the neural structure map the geometrical arm characteristics as a 
function of the end-effector position onto a set of two dimensional neural lattices, process
ing a loop between visual {light position in the retinas) and motor (pressure differential) 

stimuli. 

The importance of the author's method has not been only to produce coordinated move
ments in a real robot, comparing accuracy in the end-effector positioning, since many other 
approaches discussed here have a lready been tried. Rather, lhe main goal has been to 
introduce a new philosophy in which a set of synergetic neural networks, ea.ch one map
ping a particular subprocessor, is designed conjointly to promote general and reliable robot 
arm movements. Other important caracteristic is its learning based on the invariances of 
the configuration space, which is represented by the interception of hypersurfaces. Thus, 
the among of information memorized by the self-organizing neural network is reduced to a 
mini mal. 

In summary, despite of the success of the author's method in relation to the others 
presented here, the dynamics of t he arm has been not addressed. As a conclusion, the visuo
motor control'of a redundant arm manipulator continues to be a challenging research topic 
since a complete method which can be used in order to guide redundant arm manipulators 
in a realistic space integrating kinematics, dynamics, control, vision, path planning has not 
been developed yet. 
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Figure 2: T he skill of generating muiLiple arm posLures provide Lhe a rm condiLion to reproduce differenL 

gripper's orienLaLion for reaching a same posiLion in Lhe visual space (obLained by simulaLion). 
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