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Abstract—In this paper we propose an architecture for load distribution in distributed object computing systems. Our strategy implements load distribution both at request level and at object level. The load distribution mechanism is integrated at service level, and is based on system resources monitoring and application monitoring. Finally, we discuss some implementation aspects and show that the architecture may be used in DOC systems such as CORBA, DCOM and Java/RMI.
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I. INTRODUCTION

Distributed middleware environments based on standardized protocols and network computing has become an interesting paradigm for parallel and distributed computing. As Distributed Object Computing (DOC) Systems became widely prevalent for building commercial, business and Internet based applications, many research interests have moved to improve such environments for general use, including scientific computation.

While scientific applications have traditionally claimed for high performance, commercial applications have recently experienced such demand, after large scale applications were created and deployed. Such demand for performance, together with low prices high performance desktops have created new challenges. New large applications, as well as legacy applications can be built and integrated into a great number of objects which can be placed in a single host, in a set of hosts or even worldwide.

In a distributed processing environment, the workload generated by one or more applications must be fairly distributed among the nodes for an efficient use of the available computing resources. Many factors can be a challenge for load distribution strategies. Processing nodes may present different hardware platforms which difficult service time prediction, different software platforms which may cause restrictions to load units distribution, and may be shared with local users and other applications which may lead to frequent load imbalance situations. Although earlier research on load distribution are based on mapping processes to processors [CAS88, EAG86], in the context of DOC systems the process is too coarse gained to be adopted as the basic load unit. The load distribution strategy must be request and object oriented, and must consider that objects may be shared by multiple client applications.

In this paper we present an architecture which implements mechanisms for automatic load distribution for general applications at service level, into a publishing component. Many applications can benefit from automatic load distribution facilities, such as farms of web servers (proxies, caches), application servers, large-scale simulation, movie rendering and others.

II. DISTRIBUTED OBJECT COMPUTING SYSTEMS

In this section we describe some basic concepts related to DOC systems and the project of load distribution strategies. In the sequence, we discuss some challenges to load distribution in DOC systems.

A. Basic Concepts

Load distribution has long been treated in the field of distributed operating systems [BAR93, SHI95]. In such approach, the process was frequently adopted as the basic load unit, so that load distribution was carried out by mapping processes to hosts [FER87]. In some situations a given running process could migrate to another host. Such operation requires the process to be blocked, its state be collected, sent to another host and resumed.

Some important requirements must be considered in the project of a load management mechanism. The middleware must provide access transparency to clients, regardless of the language the objects are implemented. Location transparency allows clients and servers to be completely unaware of the location of each other.

The broker mechanism which is based on the broker design pattern [BUS96], depicted in figure 1 must provide support for transparent local and remote invocation, parameters
passing and return of results. The broker usually implements a mechanism through which every object can be identified and found in the system, named globally unique remote references. Proxies may be used both at client and server side, to provide location transparency. Client side proxies are responsible for delivering method calls properly to server objects. Additionally, bridges may be used to provide communication over different middleware platforms using standard protocols.

Proxies may be static or dynamic. Static proxies always forward client requests to the same remote object, while dynamic proxies can forward subsequent calls to different objects. Dynamic proxies may implement dynamic request assignment for load distribution purposes.

DOC systems usually support some persistence mechanism, to collect and store an object state. It can be useful to implement migration and replication mechanisms. Additionally, mechanisms must be provided so that clients can dynamically discover object references. Such mechanisms may include the following publishing services: naming services which allow servers to register object references associated to names that can be queried by clients; directory services which support objects advertisement and discovery, based on entity attributes; and trading services [OMG90] that are also useful for objects advertising and discovery, based on their functionalities.

B. Load distribution principles

Many design principles are concerned with the project of a load management strategy for distributed object systems.

B.1 The load unit

DOC systems implement the object-oriented paradigm and client-server architecture which lead us to create strategies based on objects and requests. The process, commonly adopted as the basis for load management in earlier research, is too coarse grained because a single process may contain several objects in its address space. Migrating a process with several objects could be expensive and cause load imbalance situations.

Processes are too coarse grained to be adopted as the basic unit for load distribution because a single process may contain several objects. In DOC systems, a mix of load management at request level and at object level may lead to better results.

A server is an application process which can create and maintain service objects. In our architecture, servers can be classified in two categories.

Ordinary servers create and publish service objects in the distributed system in a very simple way. A server may also drop service objects down so that clients cannot use them anymore.

On demand servers do not create service objects previously. Instead, an on demand server publishes a list of supported services that can be started by creating objects on demand.

If more than a single server is registered for a given service, the load distribution component (see III.A.4), may choose one server according to its load situation and request.

B.2 Request level load distribution

If a service can be implemented by replicated objects, requests may be forwarded to any replica according to load distribution strategy. In order to implement replication, some earlier systems defined special types of objects. An example is the volatile object [GR186], which does not hold a consistent state between calls. In our architecture, application level services may eventually be implemented by replication safe objects, which hold a special property. Lindermeier [LJ] defines replication safe objects as: objects that can be replicated so that, at replication time, both the replica and the non-replicated object are equivalent.

Replication safe objects must not contain any references to other local objects in its internal state, because the granularity of replication is only one object. Therefore, the programmer must declare which objects are replication safe. After the replication, each replica has its own globally unique object reference in the system.

Clients make service requests against local proxies, which may forward such requests in two ways:

Static forwarding: chooses always the same object which implements the service. It is implemented by static proxies.

Dynamic forwarding: each request may be sent to a different object. Such approach is more fine grained, and may be implemented with dynamic proxies.

Thus, the forwarding policy is determined by the type of proxy distributed by publishing services to clients, as we describe in section III.A.2.
B.3 Object level load distribution

Object level load distribution distributes workload by placing objects in appropriate hosts, according to their capacity and load conditions. It can be done in three ways:

**Initial placement:** the load distribution mechanism chooses the location at which the object may be instantiated for the first time. In general, initial placement is limited to a set of registered on demand servers for service hosting.

**Replication:** may be used when the service is implemented by replication safe objects, and the existing replicas are itself overloaded or placed in overloaded hosts. Additionally, replication increases the number of alternatives for dynamic request forwarding in the future.

**Migration:** may be adopted for those replication unsafe objects, placed in overloaded servers. In this case, the state of the original instance must be captured and sent to a suitable target location. Migration may be carried out preemptively, calling the migration procedure immediately after the migration decision has been taken. A less expensive alternative is non-preemptive migration, in which the system lets the current calls finishing before proceeding with the migration and blocking only new incoming requests from running.

In general, replication is less expensive than migration because migration is a synchronous operation. The old instance only can be destroyed after the new instance has successfully been created and the state has been transferred. In the opposite, replication can be carried out asynchronously by means of some lightweighted protocol.

As migration destructs the original instance and creates a new one, clients which have got references to the eliminated object must update their references. In our architecture, references updating functionality is supported by the trader component (see section III.A.2).

B.4 Load indexes

Several load indexes are imaginable to be used, in order to summarize the load situation of the system resources, such as: the length of CPU queue; the CPU utilization rate; the response time for services; and also, some aggregated function composed as linear combination of other elementary indexes. Additionally, several load indexes are imaginable to express utilization of other resources such as memory and network interface.

One of the most important results demonstrated in the bibliography [FER87, KUN91] shows that complex indexes do not necessary lead to significant performance improvements in the load distribution strategy. Ferrari and Zhou [FER87] demonstrated that load indexes based on a resource queue length are more effective than those based on its utilization rate.

III. AN ARCHITECTURE FOR LOAD MANAGEMENT

In this section, we describe a generic architecture for load management in distributed object systems, which covers the recommendations of the OMG High Performance Working Group about the minimum required functionalities for load management and aggregated computing [OMG01]: system monitoring, information dissemination, performance evaluation, load distribution and load shading for overload prevention.

A. The components of the architecture

This section describes the main components and functionalities implemented in the architecture, depicted in figure 2.

A.1 The load agent

The load agent is responsible for the system monitoring functionality at the server side. It gathers information such as the number of CPUs, amount of memory and swap space from the operating system kernel, and information about network resources from SNMP or RMON agents [STA97]. More than the static capacity parameters, it tracks the resources utilization dynamically. All the information are sent to the load manager component, described in III.A.4.

A.2 The trader component

Some earlier works [SCH97b] have experienced the integration of load distribution strategies into a trader component, following the service level approach. The trader is an object that supports object advertising and discovery services within the system. Servers may advertise objects through the export operation, providing a description such as the service...
type name, and the objects reference. Clients can invoke the import operation to discover objects which can match their needs. After the trader has passed object references, clients are able to make calls directly to remote objects.

A combination of both centralized and decentralized approaches can be implemented. Because the trader maintains load information received from the load agents, it can perform centralized load distribution procedures such as initial placement, static request assignments, replication and migration in a centralized fashion.

Additionally, the trader may delegate some load distribution decisions to clients, by returning a set of references or a dynamic reference (described in section III.B) for objects which implement the service. In this case, decentralized load distribution mechanisms require mechanisms to obtain load information at the client side. Such mechanisms can obtain load information from the load manager object (see section III.A.4) or directly from the load agents.

In order to provide additional scalability, the trader must support services and interfaces for other traders, so that clients located in different trader domains can interact. Additionally, if a bridge to other platform is provided, e.g. the General Inter-Orb Protocol (GIOP), traders may be implemented in different platforms.

A.3 The application monitor

System resources monitoring is a necessary but not sufficient condition for efficient load management. Application level monitoring and profiling must also be carried out. While system monitoring is concerned with the computing capacity offer, application monitoring is concerned with the demand for computing capacity, e.g. the total amount of CPU time used per request; the mean request rate for this server; the mean processing time for a request; the total amount of required memory; the size (in bytes) of a request, including parameters and returned results, and others.

Because application monitoring may consume computing and communication resources, it can be activated only during some initial period when a service is created or modified. As soon as the service requirements and behavior have been profiled, the application monitoring mechanism can be turned off. All the information about the application is sent to the trader and stored for load distribution decisions.

A.4 The load manager

The load manager implements part of the load distribution policy. It stores information received from the load agents, and provides summarized information to other components, such as:

- Which is the best server or a list of good servers for initial placement and replication.
- Which is the best server or a list of good servers to be target of a migration.
- When a given server or the whole system can not receive new load units. This situation is named shading condition [OMG01], and prevents the system from overloading.

Such information are provided to the trader and clients (dynamic proxies) when proceeding to load distribution actions.

B. Dynamic proxies

Dynamic proxies can forward client requests to different objects along in time, according to the load distribution strategy. Dynamic requests forwarding can be useful in some situations, e.g. to discover new object references and provide transparent fault tolerance in case of server crash; for load balancing purposes, when services are implemented as replicated objects within the system; and to implement transparent redirection and references updating after object migration.

Dynamic proxies may work cooperatively with reference caching, which provide information updates on which objects are still alive, information about load conditions and references updating after object migration.

C. The architecture implementation

We are currently implementing the proposed strategy on the top of the Java/RMI platform. Optionally, some agent platform can be used to implement migration more efficiently. Several refinements are involved in this project, such as algorithms which implement the load distribution strategy, policies for information dissemination such as polling or periodic dissemination, and general system tuning to assure low consume of computing and network resources. Such fine tuning process is strongly dependent of the timing imposed by the application, so that detailed monitoring and analysis activities must be carried out. Additionally, interfaces and policies for inter trader negotiation are under construction to allow additional scalability.

The load management architecture proposed can be implemented on the top any DOC platform that supports functionalities such as the broker mechanism; globally unique object references; and any kind of publishing service, e.g. a naming, directory or trading service where the load distribution strategy can be integrated. Therefore, our architecture can be implemented on the main middleware platforms such as CORBA, DCOM and Java/RMI.

Dynamic proxies are non trivial resource in DOC systems. If not supported, dynamic proxies can be implemented as a wrapper to the remote object, which implements the same
interface to the clients. In this case, tools for automatic generation of wrappers may be convenient. Dynamic proxies are being implemented with JINI resources.

IV. RELATED WORK

In the past, some works proposed load distribution mechanisms integrated into programming languages [CO080, JUL88]. Such approach does not deal with problems such as object sharing, which affects load distribution decisions. Furthermore, it does not provide functionalities such as access transparency and location transparency.

Load distribution has also been studied under specific programming paradigms such as message passing [SCH97a], and in the field of distributed operating systems [BAR93, SHI95]. Although such an approach has led to many important results, most of them adopt the process as the load distribution unit, which leads us to develop new strategies and experiments in the context of DOC systems.

In the field of DOC systems, some works [BAR99] implemented load distribution mechanisms by extending the naming service. Despite of similarities to this work, only initial placement mechanism was used. Lindermeier [LIN00] proposes the implementation of load distribution mechanisms at the system level, extending the CORBA standard. In our approach, load distribution operations are implemented at service level. Although the service level approach for load distribution does not facilitate the access to some system level information, it can lead to a less dependency of the resources offered by the middleware, and thus, it can be more generic.

V. CONCLUSION

In this paper, we present an architecture for load distribution in DOC systems. The service level approach has been chosen because it allows transparency to application programmers, and simplicity to the implementers because it does not interfere in the existing system internals. Part of the components and functionalities can be integrated into an existing publishing service such as a trading service, a naming service or directory service.

The architecture proposed implements load distribution at request level and at the object level. Request level load distribution tends to be less expensive because only requests are distributed among the existing replicas of a service object. Because it involves object creation, replication and migration, object level load distribution is more expensive and consequently must be used when request level load management is not possible. Additionally, request level load distribution can be carried out at the client side, leading to a more scalable system. Besides supporting system monitoring, the architecture must support application monitoring functionalities in order to be effective.

Our architecture covers all the functionalities OMG recommends for a load balancing and aggregated processing system. Additionally, it can be implemented on the top of broker mechanism, remote object identifiers, and some publishing service. If dynamic proxies are not supported, a similar solution can be implemented in order to support dynamic request assignments.
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