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ABSTRACT 

In this paper we propose t he use of multiple Omega networks as an interconnection system 

for shared memory multiprocessors. This allows us to achieve a much higher bandwidth of 

communication. accommodating the needs of current hlgh-performance processors, including 

those with multiple memory ports. We also obtain a very scalable system, by defining a 

processor-switch-memory building block. tha.t can be used in systems with processar count 

in the range of a few units to severa! thousands. The performance evaluation of multiple 

Omega networks is clone through a simple analytical model that allows us to compare t heir 

performance to a that of a single network, and investigate alternatives for processors with 

multiple memory ports. The results show that the performance (in terms of bandwidth and 

latency of communication) of systems with multiple networks is more stable with respect to 

variations in systems parameters. snch as number of processors and memory access rate, than 

that of systems with just a single network. 

1This work w~s supportPd in part by the ~ational Scicnce Founda tion under grant NSF CCR 89-.57310, 
t h~ Ot>partmPnt of En<'rgy under grant OOE DE- F\.02- !l5ER25001 , and FAPESP (Fundação de Amparo à 
Pt>Squisa do F:s tado de Siio Paulo). 
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1 Introd uction 

Tht! ruru·tion of thc proce:ssor·melllOry intcrconncc· 

tion in a shared-mernory multiprocessar is to provide 

a logical link between any processar and any mem­

ory module. :\l any di!ferent organizations ha,·e been 

proposed nnd nsed for this interronnection. At the 

low and high encls of the bandwidth and rost spec­

trum we find the time-shared bus and the fnll cross­

bar switch. respo>ctively. In betw!'en the;e two ex­

tn•mes. there is a rich variety of alternatives. which 

h a,·~ been 1 h e subjecL of extensive rese~rch. A very 

popular dass of inrerconuection networks. which has 

received considerahle attention from both the indus-

1 ry and academ ia is the multistage int~rconnection 

nctwork ( :\11 :--i) [12] . These networks are composed of 

multi pie • r ages of rrossbar switches. connecting pro­

ce;sors aud memory modules. We will assume hcre 

that th" r~adt>r is sonrewhat familiar with the general 

strncture of :\11 1\'s. 

\lost :~nalysis of multistage interco11nection networks 

(:\11:'-ls) consider the situation wher~ th~ numbPr of 

processors. P. is NJUal to Lhe number o f memory mod­

ules .. li ( P = .\1 = .V). and the network has logK N 

stages. with .V f[\' switrht'S (of type 1\ x /\') each. for 

a total of S = t- logl\ N switches. 

The approach dPScrihed above has some disadvan­

tages. Ont' of them is th111. today 's high-performance 

prorrssors c·an rPquire very high memory hRndwi<lth 

(some PVI'n have multiple memory ports) 11nd therE'­

fore the one-to-one ratio of memory to processar is 

not enongh to provide the nert>SSary bandwidth. An­

ot her disad,·amage is 1 hat the ratio of prores.~rs to 

switrltt'S is not. in general. an integer (f = '"~~ ·' is 

au integer only for S = A'" with K mod n = 0). 

so that wP cannot ha,·e a homogenPOus prorPS.~r­

switch-mPmory buil.ling block. ,·ery desirable for 1 he 

construrtion of high ly-pMall~l systems. 

In this paper WP propose and analyze a muhiple in­

terronnection scheme 1 hat allows us to build shared 

memory pArall~l syS!I'IIlS out of homogeneous ele­

ments. and pro,·id<"S ndPquate bandwidth for mem­

ory operarions by advanced processors. This scherne 

is composed of multiple Omega (also known as mul­

t is tage shuffie-exrhange) networks operating in par­

aliei. 

We s tart the paper wit.h a brief description of the 

Omega network. \Ve then explain how multiple 

Omega networks can operate in parallel. and how a 

systern can he huilt utiliziag homogeneous processor­

switch-memory elements. We proceed witb some 

performance t!Valuation of multi pie Omega networks. 

showing their advantage over single networks, and 

conclude with some discussion of related work. 

2 The Omega N etwork 

An Omega (or multistage shuffie-exchange) network 

[6, 1 i] can be described by a pai r of integers n = 

(N, K), where N is t he numher of input and outpuL 

ports to Lh" network, and K is the radi:z: of lhe net­

work. \Ve only consider the simplest case, N = 1\n. 

In this case. the Omega network consists of n s tages, 

earh stage. in turn. is composed by a shuffit substage 

and an trchange substage. 

The shuffie substage is simply a ieordering of the 

inputs. obtained by applying the shuffie function 

of r~dix f\ (SK (i)), defined !18 follows: let i = 

a._ ,a•-1· .. a,ao be an input number in 1\-radi.x rep­

r~ntation ( ctn-1 .. . ao are l<-ary digits). then: 

This corresponds to a simple cyclic shifting of rhe 

number. In the more imeresting case that A' is a 

power of 2. K = 2t. earh K-ary digit is a set of 



k bina ry digits. and a circular shif~ on thP addrPSs 

rorresponds to a L·-position hinary circular shif~ . 

The exchange substage consists of .V I [,· [,· x 1\ noss­

bar swit ches. The lirst crossh:u is conuect ed to the 

first [\ inputs and outpnts. the second crossb:u to the 

following I\ inputs anel out puts. and so on . figure 1 

shows an n = ( 16. 4 ) network . Typically. tWO unidi­

rectional Omega networks are used to build a system: 

one (forward network) goes from ~he .'V proces.<;Ors to 

the N memory modules, while t he other (reverse net­

work) goes from the memory modules back to the 

processors, as shown in Figure 2. 

Routing in an Omega network is easily accomplished. 

We first label each s tage. starting with n - I for 

the stage closest to the input. and decreasing by 

one as we move down thc network, until we la­

bel with O the stage closest to the output. Sup­

pose now that a request entering t he network at 

input i = On-tOn-~ ... a1a0 wants to reach output 

o = bn- tbn-l ... b1b0 • The message then eoters the 

network tbrough stage n - 1. When lhis message 

reaches the exchange substage of s tage /, it then se­

lects output br of the crossbar switch . At the last 

stage of the neiwork (siage 0) . this request will be 

emerging at tbe desired output. 

Some of t.be important parameters of a shared­

memory multiprocessor system built around an 

Omega network are I h e number o f processors P, the 

numbPr of memory modules .H . and t.he number of 

switches S. in each of the networks (forwnrd and re­

verse). from the way lhe network is cons trncted. we 

h ave: 

p =.\f = N 

N .V I V 
S = h"n =h" ogK J 

Therefore. the ratio of processors to switches is 

PIS= 1\"j logK.\' - Today's reasonable values for /\ 

arP 8. 16 and 32. and the above ratio is larger than I 
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e\·en for sys tem with thousands of processors. Table 1 

shows the processor-swit ch ratio (and other parame­

ters) for some systems utilizing an Omega network. 

We only list those systems for which PIS is an inte­

ger. These systems ha\·e the interesting property that 

they can be built utiliziug a sinsle type of building 

block: a proce.;sor-switch-memory element compose<l 

of two switches (one for the forward and the other for 

the reverse network), PfS memory modules and PIS 

processors. The systems are not scalable, t hough, be­

cause the PIS ratio (an therefore the building block) 

is different for each system s ize. 

Since a high performance processor is usually the 

most expensive and most difficult to design compo­

nent in the system , we would like to ha\'e a lower 

processor/switch ratio, if this buys us some additional 

performance ( and indeed it does, as we will show lat­

ter). We also want to have a building block that can 

be used for systems of different sizes. We recognize 

thai the general case of systems tbat can be built 

utilizing bomogeneous elemenls compose<l of P pro­

cessors, a switches and m memory modules deserves 

attention . but in this paper we only treat the particu­

lar case o f systems utilizing elements with 1 processo r , 

2 switches (1 for the forward network, and 1 for the 

reverse network), aod m memory modules. 

\Ve also only consider syst.ems utilizing complete net­

works: those that use ali the inputs and outpnts. Sys­

tems with a varied number of processors can be built 

by utilizing only a subset of a complete network (we 

cal! ~bese incomplele nt tworks). The Cedar multi­

processor [5), for instance. utilizes a 2-stage Omega 

network of 8 x 8 switches. Normally, this network 

would hM·e 64 inpulS and outputs. but Cedar only 

utilizes a subset of it to connect 32 processors to 32 

memory modules. 
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3 Multiple Omega Networks 

3.1 Performance Motivation 

:\u import~nt performauce drawback of the Omega 

nt>twork is t hat the number of inputs and outputs of 

the network is thc same. This can cause considerahle 

conllicts in the routing of requests. Let us assume 

that each input (of thl' whole network or of a ; inglc 

switch) ran acn·pt a new request -!\'t>ry c~·cle. We 

th~n say that a co11jlict occurs whenever two or mo:e 

inputs want to rPach t.he same output at thl' same 

time. and Wt' define througltput (of the network or 

switch) as the number of requests t lu•t reach the out­

put in ~ach cycle. divided by the number of inputs 

( 1 he maximum throughput is therefore 1.0). 

Inclependently o f t h e configuration of a parricr:lar 

Omega network . it cannot produce more throughput 

than a crossbar. lf we assumt> uniformly distributcd 

random selection of outputs by the inputs. and always 

onc requt'St per input t>very cycle, the throughput of a 

Xx.V crosshar approaches the limitof 1-t -• = 0.632 

as .V approaches t:>e (for a 16 x 16 crosshar tbc \'alut> 

is 0.644) [i). Tht> OtnPga network cannot do heuer 

rhan this. a ndas tht> numher ofstages in the nt>twork 

ir.rrt>ast'S. 1 ht> 1 hr<>ughput ratio between tht> Omega 

and t he crosshar clecreas<'S. See Figure 8 for a plot of 

tht>sP throughpttts (tht> formulas used to obtain these 

figures are dPrivt>d in section 4). 

The limiting throughput (as .V - xo) of m .V x N 

rrossbars opt>rating in parallt>l to connert .V proces­

sors to m.\' m<>nlorit>S is gi\'en by m( 1 - e-11"') (i). 

1101 icP that "' .\' x .V parallel crossbars is Pssentially 

t h.- s:une M one ,\' x m.\' cros~bar. This is an upper 

limi1 for 1 he throughput of multi pie Omega net.works 

in J)araiiPI. anti Figure 9 is a plot of this limit for dif­

f<>rt>nl \'alut'S of m . .-\s we can sPt>. the ust> of multi pie 

int t> rronnt>ction nNworks can substantially incrPase 

th~ bandwidt h between processors and memories. 

In view of the abo,·e discussion, interconnection 

nPtworks for shared memory multiproressors 11(>(>0 

to provide a memory / processor ratio better t.han 

one. In fact. si nce high·J)erformance processors may 

have multiple memory ports, the ratio of mPm­

ory f processor h as to be larger than p, where p is 

thc number of .nemory ports per processor. This in­

creasf'd bandwidth bPtween procP.SSOr and memory 

become e,·en more important as the speed of mem­

ories and swit.ches fails to kP.ep up with the speed 

improvement of processors. 

3.2 Using Multiple Networks 

One means <O achievc a high~r memory/ processor ra­

tio is to use multiple Omega networks in parallel. \Ve 

will show how this can be done, with the additional 

benefit of making the ratio of number of switches to 

number of processors fixPd for a wide range of systf'm 

sizes. This implies that a processor-switch-memory 

elcment can be used as a bui!ding block for highly­

parallel systems. 

Table 1 shows the processor/switch ratio for various 

Omega networks, this ratio is f(/ logK N. !f we pro­

vide two switches ( ont> to be used in the forward 

network and the other in the reverse network) for 

every processor in the system. that means we can 

build f( /log,. N Omega networks in parallel. thus in­

crt>asing the total throughput between processar and 

memory. We will also provide K memory modules 

per processor. reducing the probability of conllicts in 

memory accesses. anel compensating for the differ­

ence in speed bt>tween processors and memories. The 

next paragraphs will show how to build systems using 

these components. 

A set of A' memory modules is grouped togt>ther into 

a supennodult. :\ supermodule has A' inputs and A' 



outputs. aud any input can access any mPmory mod­

ule. and any memory module can access any output. 

networks to P;. 
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This can be accomplished by using /\' x A' crossbar See Figur<> 4 for an example of how two Omega net-

switches between the inputs and memory modules. works are 11..,d in parallel to connect 16 processars to 

and between tbe memory modules and outputs. as 64 memory modules. 

shown in Figure 3. In the case of a system with 

P = .\f , each memory module is usually divided 

in to multi pie banks ( which may be capable o f per­

forming accesses simultaneously, in order to compen­

sate for the long memory cycle Lime ), which would 

roughly correspond in size to the independent mod­

ules in the case of multi pie networks (the total mem­

ory size should be approximately the same in both 

cases). 

Let us first consider the case of one memory port 

per processar. The system then consists of .V pro-

cessors, rn = K f logK N Omega networks of the type 

O = (N.I\), and M = .V l\ memory modules. Each 

Omega network has ; logK N switcbes, and there-

fore the total numher of switches in tbe system is 2N 

(N for the forward networks, and N for the reverse 

networks). The system is built as follows: 

Each of the supermodules is connected to the m 

uetworks (forward and reverse). Norice that m in­

puts and outputs of each supermodule a re used ( I :::; 

m $ l\ ). We partition the modules inside a super­

module by exclusively assigning module i to network 

i mod m. This guarantees that there will be no con­

llicts in tbe rrossbar switcbes inside a supermodule. 

For a processar to access a memory module. it must 

now first select tbe appropriate network, and then the 

message must be routed through the network. Since 

we have essentially increased the bandwidth of the 

connection between processar and memory by using 

m Omega networks in parallel, tbe chances for a con­

llict are smaller than using a single Omega network. 

Figures 10 to 15 compare the performance (in terms 

of network bandwidth a nd delay) of multi pie Omega 

networks to that of a single network. Again. the for-

1. We first build m Omega-networks oftype (N./\), mulas used to obtain these figures are derived in Sec-

and label them fl0 ,01, ... ,fl.,._ 1 (this is done tion 4. 

both for tbe forward and reverse networks). 

2. To the outputs of the forward networks and in­

puts of the reverse networks we connect the su­

permodules. There are .V supermodules (1\N 

total m~mory modules), and rn networks (of each 

type) with .'\' connPctions per nctwork. Output 

i of forward network j is connected to input j 

o? supermodule i. and output t· of supPrmod­

ule I is ronnerted to input I of network k. for 

O :::; U $ .V - I. and O :::; j, I :::; m - I. 

3. Using a I : m demultiplexer. we ronnect pro­

cessar P; to thc the i'h input of ali m forw~~rd 

networks n~. fl t. n.,_, , and using a m :; fllfhi­

plexer wP connert the ,~h outpur of ali m\./ .. ,frs<>R 

The building block shown in Figure 5 can be used to 

build systems with K , /\3 , ••. , K K , procesaors. The 

ratio of memories and switches to processars is kept 

fixed for a li lhe system sizes, and in this sense the sys­

tem is very scalable. T he connection.t between com­

ponents, though, is not fixed, and different system 

sizes require different wirings (which is nota scalabil­

ity feature). The performance of the interconnection 

system does not scale perfectly, since the number of 

parallel networks decreases as the number of proces­

sors increases. 

Table 2 shows some characteristics of systems with 8, 

5 356~ . 256. 1024. 4096. 6S536 and 1048516 pro-
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r!'Ssors with a maxirnum of 4 srag~ in tht> network. 

built using switch~ of s iz,. 8 x 8. 16 x 16 nnd 32 x :32 

(lhe syslems with more praclical interesl have 8 to 

·1096 procf'S.<ars) . 

4.1 P erformance of a Crossbar Switch 

Con~ider a n x m crossbar switch. In each cyde it re­
~ 

cei\'es r~uests from its n inputs. and routes as many 

requt'Sts as possible to its m outputs. requ~ts that 

3.3 Processors with Multiple Memory cannot be routed to the desired output in a given cy-

Ports cle can be droppcd or (more realisticaUy) stored in 

a FIFO queue for that input, so that they can retry 

Some high-pt'rformance processors need more than a latter (for our analysis we are assuming thal retries 

single I>Ort lo memory. with 4 being a more reason- are performed. but we ignore the effect of the retries 

able number. We can accommodate sue h processors ir: increasing the request rate). Define r; as the in-

by using a 4 x m crossbar between the processors and p11t bandwidth for input i, i. e. the average number 

the networks, as shown in Figure 6. This crossbar of requests received at input i in eaeh cycle. Define 

we added is now a source for contentions, and affects b; as the output bandwidth for output i, i. e. the av-

the performance of the system. Another option is to erage number of requests reaching output i in each 

treat each physical processar as 4 virtual processors, cycle. lf r = ro = r 1 = .. . = rn-l and each input 

gh·ing to earh of the memory ports of lhe proct'SSOrs requests ali the outputs with same probability, then 

an input in ali parallt'l networks, as shown in Fig- bo = 61 = .. . bm-l = b, and 

ure 7. Figures 16 and li compare the performance 

of thPSe two approaches, using expressions derived in 

the next section . 

4 Performance Evaluation 

(1} 

The total bandwidth of the t i'08Sbar is mb (b can also 

be defined as the nonnali:td bandwidth, since it is 

the total bandwidtb divided by the number of ou~ 

puts). 

The basic expressions used in this paper for the per- The efficiency of a m >< n crossbar switch can be de-

formanct> o f a cro.o;sbar switch can be found in (i]. The fined as 

performance model used here for multistagt> intercon­

nection nf'lworks is Vt>ry similar to that of Patel (8]. 

~ I ore complt'tt' analytiral pt'rformance modt'ls c 110 bt' 

fou nd in [4. 9). 

e = mb = !!!. (1 - (1 - !.) "] 
nr rn m 

(2) 

The efficiency e is the probnbility that a particular 

request from ao input will be satisfied in a given cycle, 

A basic assumption for the derivation of ou r pt>rfor- therefore. t'ath request e.xperiences, on the average, a 

manct> models is that the proct'SSOrs generat.e uni- delay of 

formly distribmed random requests for mt>mory mod-

ules. T hat means rhat in a r~quest a processar re-

qucst-~ a gi\'f•n lllPtnory module with probnhility 1/ :11 . 

furc hermore. ali prort'!'sors generate requ!'Sts at the 

samt> rate, À (À~ 1.0 rPqUPSts/ryrle). 

(3) 

cyrles in I h e crossbar. 

lf the crossbar is of type I< >< K the above expressions 

for bandwidth a nd efficiency become 

(4) 



e = ; [I - (I - R) K] (5) 

4.2 Performance of Omega Netwot·ks 

After these initial considerations, we cnn proceecl 

wH h the modeling for single and multi pie Omega JlPt­

works. \Ve will only ana lyze the performanct> of the 

lorward network (processors to memories). s ince we 

belie\'e this is enough for a comparison bctwt>en single 

and multiple networks. \\'e also ignore the clfects of 

the initial demultiplexer (connected to t he processar). 

since this is not necessarily an active clevice. lt may 

201 

th~n 

and 

b = b0 = F"(r. /\) = F"()../,·) ( 13) 

whcre n = logK .V. r is t he (normalized ) input band­

width of Lhe network. and bis the (normalized) out­

put bandwidth. 

The total delny in t h e net work is the sumo f the ddays 

in each stage. The drlny in stage I is 

I rt rn-1-I(A. f,·) 
d,----- -;:=;;-;---;:';"­- e, - b, - F"-1(A./\' ) (14) 

appear 1 hat for the case of multi pie networks there is and t he tota l delay in the network is 

an additional switch hidden inside Lhe supermodule. 

buL in fact . this swit ch adds roughly Lhe same de­

lay as the drcuitry in a sing:e memory module with 

multiple banks. 

C'onsider an Omega network fl = ( N, /(). lt h as, as 

discussed before, n = logK .V stages. Thc stages are 

number<.>d n - l. n- 2, .... O. Let rt be the input 

bandwidth for the swirches in stage I, and b, he the 

output hnndwidth for the same switches. Then the 

input bandwidth for t he whol<' network is: 

(6) 

and the ontput bandwidth for l he whole network is: 

b = b0 (i) 

nnd. s ince t he ontpnts of stage I are the inputs for 

stage I - I . we have: 

rt-1 = bt (8) 

[:•fine the function F( r./\) as 

(9) 

nnd le1 

(10) 

(11) 

(15) 

4.3 Performance of Multiple Net­
works 

In the case of m parallel networks (m = 1\/ logK .V), 

we essemially divide the requests from each processar 

into m equal parts. one for each network. Therefore, 

for each network: 

r=­
m 

b =F" (~ . I<) 
l=n-t rn-1-t (.a, K) 

d- L m ' 
- t=o p-l(f,;.I\) 

(16) 

(1 i) 

(18) 

T he m parallel networks have m times more outputs 

than a single Omega network, therefore to compare 

the bandwidths of both approaches we introduce a 

new paramNer. 8. tht' normalized ntltcork band­

width : 

8 = b. for a single ne twork (19) 

8 = mb. ror multiple nPtworks (20) 

8 ts the bandwidth 1 he network pro\'ides for each 

processo r. and I herefort' Íl is a f a ir tnt'asure o f perfor­

mnnce. xotr 1har O~ 8 ~ I. 
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F'igur"' 10 10 12 com par~ the bandwidth ofsingl~ a nd (WP ob\'iously ha\'e to srale the .r-axis in Figures lO 

multiplt> Onwga n~t works for switches of s iz.- ~ x $. to 15 by 1he 1111mhPr of ports pt>r proct'SSOr). lf we 

!ti x 16 and :!2 x :1:.!. respect i,·ely. for À = ( 1.00. 0.~0) use the crosshar approarh. we then laave to take in to 

and \'nrious numbers of processors. \\'e obser\'<' that accou nt t he t>ffPct of thP crossbar at the beginning of 

for ali Ca.st':> 1he baudwidth of multiplt' Omegn uet· the network. For a processor with ~ noemory ports. 

works is better than that of a sin~le network. how,.,·er this is a -1 x "' crossbar. and its efficiency is gi,·en by 

th<' differenr<' is larger for heavie~ t.raffic. This intli- (again, À i$ the r<'quest rate per processor memory 

cates that the use of mu!Liple Omega nelworks is jus­

tifiPd for sy~tt'ms with high performance processors. 

t hat ha\'e higllt'r memory bandwidth requi rements. 

The diff<!r<'nce in performancP is a lso higher for sys­

tems with larger switches. t his is expected since for 

the same number of network stages, larger switches 

mean more networks in parallel (see Table 2). Very 

imporLant is Lhe fact thaL the normalized bandwidth 

is much less sensiti,·e to the number of processors. in 

the case of multiple networks. This is a good scala­

bility and s tahility feaLure. 

Figures 13 to 15 compare the network delay of single 

and multipleOmegn network for switches ofsize 8x8, 

16 x 16 <~nd 32 x 32, respectively, for Á= (1.00, 0.50) 

and ,·arious nu mbers of processors. We observe that 

the delay through multiple networks is less than 

through a single network. a direct consequence of the 

increased handwidth. We also observe that the de­

lay th~ough multiple nl'tworks is less sensitive to the 

port) 

t r = ~ [1- (1- ~)4

] 4A m 
(21) 

and the delay Lhrough t lt is crossbar is 

(22) 

The normalized bandwidth through this crossbar, 

which is equal to the input rale of t he parallel Omega 

networks. is 

(23) 

and , using the previous expressions, tbe total network 

normalized bandwidth is 

b = Fn (r, 1\) 

8 =mb 

and the total dday through the network is 

l=n- 1 Fn-1- 1 (r, K) 

d=dr+ L Fn-l(r.l\) 
1=0 

(24) 

(25) 

(26) 

traffic intensity than the delay through a single net- Figures 16 and 17 compare the network bandwidth 

work. Again. a.• it wns for the bandwidth, this is a and delay (respectively) for the virtual processor and 

desirable property. since it makes t he whole system crossbar approaches. The virtual processor approach 

less sensith·e to this pMllmeter. relie,·ing. a t lenst in uses 4 network input s per processor , and therefore, 

part. t he worries of th<> user. using the nt>tworks we discussed, systems with 2. 4, 

4.4 Pet·formance for Processors with 
Multiple Memory Ports 

8. 16. 64. 2-56. 1024. 16384 and 262144 processors can 

be built. The crossbar approach does not change the 

number of proces:;ors in t he systems that can be built. 

i.t. 8, 16. :32. 64. 256. 1024. 4096. 6.5536. 1048.5i6. 

Tlte aho\'P t>xpr.-ssions for network handwidth and :"'otice thaL systems with 8. 16, 64.256 and 1024 pro-

<l~lay ar.• nlso \'o li<l for the cnse of processors with cess<>rS can be bu ilt using both approaches. 

mult iplt' nwmory JlOriS. i f we 115<' thl' \'Í rt na I prort>S.wr 

approarh and do·finP ,\ a, the reqnt'St ra tP ptr flOri 
In gt'neral we would expect the \'irtual proces.wr ap­

proarh to dPii\W bett~r performance. since it pro,·ides 



more r<'plication. anel a\'oids an extra cro=-sbar stage. 

llowe,·rr. for thrse particular systems that WP ar~ ron­

siclering, the crossbar approach deliv~"' hNter hand­

width for systPntS with 1024 t>rocessors. anel betler 

d.-lay for systems with 16 anel 102~ procl':'sors. This 

is explaineel as follows: for systems with a 1024 pro­

cessors. Lhe virtual processar approach uses 2 Omega 

networks of type (4096,8) in parallel. which have 4 

stng.-s of switch.-s. while the crossbar approach uses 

16 Om.-ga networks of trpe (1024.32) . whir h ha\'P 

on ly 1 stag.-s. This more than compensates for the 

extra crossbar s tage anel the replication in the vi ri ual 

processor approacb. Similar coosiderations are also 

valid for the systems with 16 processors. 

5 Related Work 

Tang and ~·lendez {16) have idcntified lhe efficiency 

of data transfer helween processor and memory as a 

limiting factor in the performance of \'ector comput.­

ers. and they conclneled that the number of memory 

modules in a system should be proporlional to tbe 

proeluct of memory access ports anel the memory cy­

cle time (in units of processar cycle time). 

Szymanski and Fang (15) have analyzeel severa! con­

figurations of switchPS and banyan n.-tworks. and 

comparPd thP performance of a single network to that 

of muhiple parallt'l nPtworks (with. equivalent total 

cost) and concludt>el that single networks perform bet­

ter for small systPms anel light loads. while parallel 

networks are better for larger systems or heavier traf­

fic . 

Smith et ai. {13) discuss thr need for superrom puters 

to support scalabili1 y. and rf'cognize that rlw clom­

inant scalabili1y prol>lc•m is lhe support of shared 

nt<'mory for multipl<' processors anel memory ports. 

One o f th~ soln1 ions 1 hcy pro pose is t he ~XtPnsion o f 

multistllg(' intPrronn('rtion n!'lworks sur h as ni<Pd in 
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the Cray \'-~IP. that in this particular cnse connects 

S processor 10 2!)6 memory bnnks. Smith and Tay­

lor (14) do a performance analysis of such networks. 

which ha,·e a funout . since they conncct a numher 

of processo« lo a larger uumbt!r of memor~· mod­

ules. This fanoul can be either wide (fanout at the 

beginning of the network. processor side) or nllrrotu 

(fanout at the t!nd of the nPtwork , memory side). The 

authors' results show that wide fanout gives better 

performance than narrow fanout . and that an equal 

number o f mcmories and (total) processors ports is o f 

little value for supercomputer design. 

Shing anel Ni (li) address the problem of memory 

and interconnection network contention by essen­

tially time-multiplexing physical resources (network 

switches and memory modules). Each user of a phys­

ical resource has a designated time slot in which it 

can use lhe resource. 

Robbins and Robbins (10) solution to increase the ef­

ficiency of shared memory systems involves no change 

in the interconnection network, but only in the mem­

ory system. Each physical bank, in a system such as 

the C ray Y-~IP. is replaced by a logical bank consist­

:ng of a numbPr of physical banks. The autbors daim 

that such changP allows a Cray Y-MP - like system 

to scale up to 64 processors. 

Ftanklin and Dhar (2) present some considerations on 

physical constramts and modularity issues in the de­

sign of a large (2048 x 2048) interconnection network . 

Andrews. Beckmann anel Poulsen (I) have developl'd 

some networks that provide efficient cache coherence 

schemes for syst.-ms with hundreds and thousands of 

processors. Since the use of caches reduces the mem­

ory bandwidth required by processors. this is another 

solution for the problem of providing enough memory 

bandwielth. 
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Hsu and Yew [3) propose lhe 11M' of hierarrhiral (dus- CO!It -perforrnance sp:tcl'. We also piao to study the 

tPred) syste1ns lo reduce the band•·idth rtquirernenl$ system and application levei performance of shared-

of i n~ercounec1ion network. and show tbat tbis is par- memory multiproces&Ors that utilize multiple Omega 

tirularly imporlant in face of packaging constrainl$. nelworL:s. 

6 Conclusion 

\YP han• shown how multiple Omega networL:s can 

be used to build a shared memory multiprocessor that 

has a higher bandwidth bC'tween processors and mem­

ories and is also bigbly modular, and scalable from 

systems with a few processors to thousands of proces­

sors. Tbe use of multiple Omega networks allows us 

to accommodate eveu tbe needs of high-performance 

processors with multiple memory ports. 

Current high-performance RISC microprocessors run 

M speeds of fiO. 100 and even 200 MHz (DEC Al­

pha). some a lready have multi pie memory ports (M~ 

torola MC88000 and TeXAS lnstrument T~IS320C.40). 

Each of these processors requires enormous memory 

bandwidth, and i f we are going to build s bared mem­

ory multiprocessors •·ith hundreds or thousands of 

these processors (to surmount tbe Terallop perfor­

mance barrier. while keeping the fla1 mtmOI'J p~ 

gramming model). bigb-performance interconnection 

betwren proct'SSOrs and memories will be a key issue 

for the success of I his Pllterprise. We believe tbat the 

use of multiple Omega networks operating in parai­

lei is a viahle a.llernative to the eonstmction of sucb 

~ystems. since it pro,·iti('O; thc.o necessary bandmdtb, 

kl"eps the delay through 1 h e network within accept.­

abiP , ·ahoes. and has lhe scalability propertiPS that are 

es.o;enti:tl for 1 h~ design of mi\SSivc.oly par aliei systc.oms. 

As future work. """ plAn to gent>raliz~> Ih,. torics in 

I his pap••r lo llPiworks huilt with homogent>Ous el­

C'ntents of 1' procesc<ors. s switches And m memory 

modules. considering the use of inromplflt networks 

and inv~1igaring t hr Clptirnizationofnt't Work~ in th,. 
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Figure 1: An Omega network of lhe type 11 = (16, 4). This network has 16 inputs, 16 outputs, and 2 stages 
of 4-way shuffie and 4 x 4 switches. 

forward reverse 

Po-1 11(16. 4) M o-f 11(16.4) Po-J 

Figure 2: Typiral use of 2 unidirectional Omega networks to build a sharPd-memory multiprocessar. In this 
particular case. 2 of the networks of Figure I are used to build a system with 16 processors and 16 memory 
modules 
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Figure 3: A supPrmodule contains r.· indt•pendPnt memory modules. Any of the h" inputs can reach any 
memory module. which in turn can reach any of the f{ outputs. The way the ~upermodule is used there is 
never a conflict in auy of the switches. 

Po-J 

forwa.rd 

no 

forward 

flt 

Mo-f 

reverse 

no 

reverse 

l'lt 

Do-f 

Po-J 

Oo-J 

Figure 4: An illustration of the use of mullipl~ OmPga networks to both increase the bandwidth betwt>en 
processors and memory modules. and improve the rat.io of memory modules to processors. In this case, two of 
the networks of Figure 2 are used to ronnPrt. 16 proressors to 64 memory modules ( 16 supermodules) . .\lo-f 
represents the 111 supermoduiPS. lo .O-f anel Oo.O-f represent input ~~nd output O for the 16 supermodules. 
respectively. ft .o- f anel 01.o-f represent inpm and output I for the same supermodules. 
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p r O('f'SSOr 

lo O o lo O o 

lt 
forward o. lt reverse o. 
[\' X 1\ 1\x/\ 

switch switch 

OK-1 0K- t 

~--- - ------- - -süpern1õaüre- ---- ------- -- ~ 
I I 

I 

lo O o 

o. 

Figure!\: Ruilding hlock for system~ with 1\ , A'2 • ••• A.,.,. processors (/\ = (8.16,32)). Tbe parameter m 
,·ariffl with the size or the sy~tPm , ther~for<' t h~ multir lexer and demultiplexer used with the processor must 
be programmable. Also. there must he K php ical ll11'mory modules contained in t.he supermodule. The /'s 
and O's are local inruts and outputs. resrer t iwly (t hey are not interconnertl'd). 
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Po-1. 

forward flo 

+ 
ren•rse flo 

Po-1.• 
16x 16x 

.llo-J 
4 : '2 2 : 4 

crosshars 
forwardfl 1 

crossbars Po-},< 

+ 
reverse fl 1 

Po-J,d 

Figure 6: One of the e>prions for procP!<SOrs with multi pie ports accommodates the same number of processors 
as in the one-port ca.'>t'. lt uses an p : m crossbar switch for each processor to go from p processor ports to the 
m ports p~r pror<'SSOr t hat thf' network provide. In this example. p = 4 and m = 2. 

Po-4.o-d 

forward 

flo 

forward 

n. 

M o-f 

reverse 

Oo-J 

Po-4.a-d 

reverse 

Oo-J 

Figure i': Anot ht>r opt ion for procPSSOrs wit h multi pie ports to memory is to t reaL each porl as a ,·irtual 
processor. In this spt>cific example. 4 processors with 4 ports each behave as 16 ••iriua/ processors. and are 
connecte<l lo 6·1 rnemory modules. using tht> samt> enSt>mble as in Figur<' 4. 
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LhroughpuL x number of stag..s 

0.70.--------------, 

L 
h 
r 
o 

O.flO 

g 0.50 
h 
p 
u 
L 

0.40 

..-/\ = 16 
o K = 32 

o.:10 -t------,r-----.---,------,---' 
o 2 3 4 

number o f stages ( n) 

Figure 8: A comparison of 1 hroughputs of crossbar 
switches (solid lines) and Omega networks (d3shed 
!ines) built with K x K switches (I\= 8.16, 32). An 
Omega network (N./\), with n = logK N stages is 
comparrd to " cros.~har swilch of size 1\" x f(" (same 
number of iupuLS and outputs). 
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F'igure !J: Tlw limiting throughput of m .V x .V par­
nllrl crosshn rs (or one .\" x m.Y crosshar) AS .\'- :x:>. 
:'iorice how the use of multiple int~rronnertions be­
twPI'n prorl'!i..<ors and memories inrrei\SeS tht- hand­
width of comnmnimtion. 
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Figure 10: A comparison of normalized network 
bandwidt hs for single Omega networks (dashed lines) 
and multiple Omega networks (solid !ines) built with 
8 x 8 switches, for different input rates (Á). The sys­
tems that can be built have 8, 64. 512. and 4096 pro­
ccssors for the case of a single network. 8, 64 and 4096 
processors for t he case of multi pie networks. 
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Figure 11: A comparison o f norrnalized network 
bandwidths for single Omega networks (dashE>d lines) 
and multi pie Omega nNworks (solid !ines) huilt with 
16 x 16 switches. for different input rates (Á). The 
systems that ran be built have 16. 256. 4096. and 
6'>:i36 prorPSSOrs for the case of a single network. 16. 
2:\6. and 65:\36 proces.<;<>rs for the Cas!' of multiple 
networks. 
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Figure 12: A comparison of normalized network 
bandwidths for single Omega networks (dashed !ines) 
and multipl~ Om~gl\ networks (solid !ines) buih with 
32 x 32 switches. for different input rates (,\). The 
systems that can be huilt have 32. 102·1. :12768 and 
10485 76 processors for the case o f a si ngle network, 
32. 1024. and 1048576 processors for the case of mul­
ti pie networks. 
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Figure 1:1: A romparison ofinpur -to-outpur d~lays for 
single Om~ga networks (dasht>d linPS) and muhiple 
Omega networks (solid lint>S) built with Sx~ switches. 
for different input rat es (A). The systems that can be 
built have ~. 6~ . . j12. and 4096 processors for rhe case 
of a single network. S. 64 and ·1096 processors for the 
Ca5(' of rnuhi1>le networks. 
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Figure 14: A comparison of input-to-output delays 
for single Omega networks (dasht>d tines) and multi­
pie Omega networks (solid !ines) built with 16 x 16 
switches. for difft>rent input rates (A). The systems 
that can be built have 16. 256. 4096. and 6!>536 pro­
cessors for the case of a single network, 16, 256. and 
65536 processors for the case of multiple nt>tworks. 
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Figure 1:): A comparison of input-to-output delays 
for s ingle Omega networks (dashed !ines) and multi­
pl~ Omega nt>tworks (solid !ines) built with 32 x 32 
switches. for different input rates (,\). The systems 
that can he built have 32, 1024. 32768 and 10485i6 
processors for the case of a single network. 32. 1024, 
and 1048516 processors for the case of multiple net­
works. 
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n= S-
1\ .\" = p = .1! logl< .\" ~ log/\ .\" P/S 
s t' I I s 
s fi~ 2 lfi ~ 

8 ~O!lti ·I :!0-18 2 

l(j l 
I fi I I 16 

lfj :lii6 2 32 8 

!ti 6ii-~:!6 4 1638-l 4 

:12 32 I I 32 
:)2 1024 2 64 16 
:32 1048576 4 131072 8 

Table 1: Some paramo> ters for shareu-tuemory multi­
proces.wrs huilt a round Omega networks. \Ve show 
those complt ll networks with no more than n1 in­
putsfout puts that can be built with S x 8. 16 x 16 
anu :!2 x :12 switrhPS, and havc t he property that t he 
ratio of processors to switches is an integer. 
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Figure 16: A romparison of normalized handwidths 
for networks built for procffl.wrs with 4 memory 
ports. The solid linPS represent the valuPS for net­
works that use the nrlual prorrssor approarh (sys­
tems with 2. 4. 8, 16. 64. 256. 1024. 16384. 262144 
processors). while the dashed lines are the vahtf'S for 
rwtworks that use t hl' cro.•.~bar appronrh (systems 
with 8. 16. :32. 64. 256. 1024. ·1096. 65536. 1048!i76 
proressors). \\"t> noticc that for syst.~ms with 8, 16. 
6-1 and :lii6 pror""50rs t ht' ,·irt ual proct'Ssor approach 
gh·t'S bPi tPr rt>:<ults. whilc for ~ystems with 102~ pro­
C<'>'~Ors tlw r rossbar npproar h givPS bett<'r resuhs. 

number 

processors switrh size memory of parallel 
P= .\ ' 1\ x /\ M = J,·.v networks 

8 tlxtl 64 8 
64 8x8 512 4 

-1096 8x8 32768 2 
16 16 X 16 256 16 

:.!56 16 X 16 4096 8 
65ii36 16 X 16 1048576 4 

32 32 X 32 1024 32 

1024 32 X :12 32768 16 
1048576 32 X 32 33554432 8 

Table 2: Some paramNcrs for shared-memory mul­
tiprocessors buiit arouncl multiple Omega networks. 
Ali these systems have a proces.wr-switcb ratio of 1/ 2 
( on~ switch to be used in the forward networks. the 
o ther in the reversc networks). The number of parai­
lei networks used is m = 1\/ logK N, and Lhe ratio of 
memory modulf'S to processors is K . 
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Figure 17: A comparison ofinput-to-output delays for 
networks built for proct'SSOTS with 4 memory ports . 
The solid lines represent the va1ues for networks that 
use the r·irlunl proce&&or approach (sys tems with 2. 
4. 8. 16, 64. 256. 1024. 16384, 262144 processors), 
while the da.,hed )ines are t be values for networks 
that use the crossbar approach (systems witb 8, 16. 
32. 64, 2!i6. 1024. -1096. 65536. 10485i6 proct'SSOrs). 
We notice that thP virtual processar approach gives 
better rt'Sults for systems with 8, 64 and 2!i6 proces­
sors. while I h e crossbar approacb givt'S better results 
for systems with 16 and 1024 processors. 


