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Abstract. Fraudulent companies form illegal agreements, like collusion and
cartels, to circumvent the impartiality and competitiveness of the public pro-
curement auctions. These types of fraud can cause significant financial losses
and erode trust in the public sector. Therefore, building reliable methods for
early detection of frauds is a priority for public organizations. This study uses
an enriched version of the “Operation Car Wash” dataset to evaluate the col-
lusion detection capabilities of different machine learning algorithms. Using
cross-validation techniques, the methodology proposed in our work was able to
improve the collusion detection rate of the learning models used in this work,
outperforming the results of other works found in the literature.

1. Introduction
Public procurement is a common method through which governments allocate funds to
obtain necessary goods and services. This process employs a systematic competitive bid-
ding approach [Curtis and Maines 1973], which is fundamental to transparent governance
and procurement strategies. This competition is beneficial, as it enables governments and
taxpayers to obtain better value for their money, enhancing the procurement process’s
efficiency and fairness [García Rodríguez et al. 2022].

However, this process is not without its challenges. One significant issue is
collusion, also known as bid-rigging, where competing entities engage in illicit agree-
ments to increase their profits. This behavior often leads to non-competitive price in-
creases, typically coordinated by cartels, undermining the procurement process’s integrity
[Porter and Zona 1993, García Rodríguez et al. 2022]. It is estimated that global eco-
nomic output loses between 2% and 5% annually due to corruption [Velasco et al. 2021].

Recent investigations in Brazil have unveiled numerous instances of cor-
ruption across government sectors and corporations. The “Operation Car Wash”
[Signor et al. 2020b] was a anti-corruption investigation, responsible for uncovering a
group of companies that colluded in several infrastructure projects from Petrobras.

Detecting collusion, especially in capital works procurement, which are among the
most costly acquired items, remains a challenge for public institutions. While criminal
investigations are frequently initiated to address such issues, proving a collusive action is
complex and challenging [García Rodríguez et al. 2022].

A reliable mechanism for early detection of fraud in public procurement auctions
could significantly aid authorities in mitigating the adverse effects of these activities. Ma-
chine Learning (ML) algorithms, by analyzing data patterns, can play a crucial role in de-
tecting anti-competitive behaviors [Velasco et al. 2021], although their success depends
on the availability of comprehensive and reliable historical data [Signor et al. 2020a].

Proceedings of the 39th Brazilian Symposium on Data Bases October 2024 – Florianópolis, SC, Brazil
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However, historical data is not publicly available in most cases. Moreover, much
of the information about procurement processes is confidential, resulting in datasets with
limited features. Although it is sometimes possible to access a large amount of data
through government transparency programs, obtaining labels (i.e., information about
whether a tender is collusive or non-collusive) is challenging. This is because each tender
must be investigated by an auditor. When dealing with small datasets for training super-
vised ML algorithms, issues such as lack of feature representation, class imbalance, and
poor model evaluation can arise.

This study builds upon a previous research [García Rodríguez et al. 2022], which
evaluated eleven ML algorithms for detecting collusion in public tenders across various
countries. Our research delves into the challenges associated with training ML algorithms
with limited dataset size. Overall, the key contributions of this paper include:

1. An enriched version of the “Operation Car Wash” dataset, adding to the existing
data new features related to the companies participating in the tenders;

2. An evaluation on how features related to internal aspects about the firms partic-
ipating in public procurement auctions can help improve the collusion detection
rate of machine learning models; and

3. An in-depth analysis of ML models’ behavior in detecting collusion, expanding
on previous work [García Rodríguez et al. 2022]. This includes a study about the
variability of the learning models when using different data split strategies and
how this might impact decision-making related to collusion detection.
Our results shed light on the dataset challenges, specially when limited data is

available, and demonstrate that our approach resulted in a significant improvement in
balanced accuracy of the evaluated ML algorithms. Our methodology also decrease the
variability in the results when compared to other methodologies.

The remainder of the paper is organized as follows. Section 2 discusses related
work. Section 3 presents the original dataset used in [García Rodríguez et al. 2022]. Sec-
tion 4 presents the methodology proposed in this paper. Then, Section 5 shows the ex-
perimental setup. Finally, Section 6 presents the obtained results and Section 7 concludes
this paper.

2. Related Work
In recent years, the intersection of data science and ML has driven notable advancements
in identifying and addressing the detection of collusive behavior in the procurement of
goods and services for the public sector. The following synthesis presents recent studies
that contribute to this field.

[Wallimann et al. 2023] used summary statistics, calculated with the screening
variables for all possible subgroups of three and four bids, as input for ML models used
to predict the risk of collusion. This proposed methodology is especially useful in the
presence of competitive bids that distort the statistical signals of collusive behavior and
were shown to be superior to other methods used to detect incomplete cartels.

[García Rodríguez et al. 2022] delve into the application of eleven distinct ML al-
gorithms to identify collusion across public procurement auctions in diverse geographical
contexts. Their research shows the efficacy of ensemble ML methods in pinpointing collu-
sive behaviors, underscoring the transformative potential of ML in fostering transparency
and equity in public procurement.

A novel approach, combining machine learning and screening methods, has been
proposed by [Imhof and Wallimann 2021] to detect collusion in public procurement auc-
tions. This methodology calculated screens based on coalitions of firms to detect the
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presence of cartels. The effectiveness of this method was evaluated on data from different
types of auctions in various countries.

[Wallimann and Sticher 2023] used machine learning models to detect collusion
in railway infrastructure tenders. Using an novel approach to adapt and implement price-
based screens, this work developed a tool that allows the sequential and decentralized
screening of suspicious tenders.

Despite the good results reported, the repeated holdout is the preferred data split
strategy of the works that use machine learning models to detect collusion. In this method,
the data is divided into training and test sets, repeating this process with multiple random
samples to define a final estimate. The variance of this process can be useful in esti-
mating statistical confidence intervals on the error. However, these variations can have a
significant impact when there is a class imbalance [Aggarwal et al. 2015].

This problem can be present in collusion detection applications, since collusive
datasets are highly unbalanced. This makes the choice of data splitting strategy an impor-
tant step when comparing multiple models and choosing the optimal model for collusion
detection.

The use of features about the firms participating in the tenders is limited in the
literature of collusion and cartel detection, with works focusing more on data about the
bids and the auctions. However, several works used data about the bidders to detect other
types of corruption.

[Villamil et al. 2024] tested firm-level network measures to study the rela-
tionship between ownership links and bidding behavior in procurement markets.
[Lyra et al. 2021] use network science to study the co-bidding relationships between
firms in Brazil with the goal of finding organizations that are more susceptible to frauds.
[Decarolis and Giorgiantonio 2022] combined red flags and companies corruption mea-
sures to obtain a new measure for fraud in public procurement.

3. The “Operation Car Wash” Collusive Dataset
Between 2002 and 2013, a group of the biggest construction firms in Brazil formed secret
and illegal agreements to embezzle billions of dollars from the state-owned Brazilian Oil
Company Petrobras. In 2014, the “Operation Car Wash” was responsible for revealing in-
stances of bid-rigging perpetrated by these companies in several of Petrobras procurement
auctions [Signor et al. 2020b, Signor et al. 2021].

A version of the dataset, containing information about tenders during the period
when the bid-rigging cartel responsible for defrauding Petrobras was active, was made
available by [García Rodríguez et al. 2022]. The data contains information regarding the
number of bids in the tender, the pre-tender cost estimate (PTE), the value of each bid in
the tender, the percentage difference between each bid in the tender and the PTE, the date
of the tender, the construction site of the tender and the Brazilian federative unit where
the site is located, a flag to indicate the winning bid in the tender and a flag to indicate if
the tender is collusive or competitive.

The dataset used by [García Rodríguez et al. 2022] also contains screening vari-
ables, statistical features about bids in a tender that can be used to improve the efficiency
of collusion detection rate of ML methods. Table 1 shows the descriptive statistics for all
numeric features in the dataset.

Screens, or screening variables, are statistical methods used to flag markets or
firms for collusion investigation. Simple screens are a type of behavioral screen used
to determine whether firms depart from competitive behavior. These statistics are build
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Table 1. Descriptive statistics of the “Operation Car Wash” dataset.

Mean Std Min 25% Median 75% Max
Bid Value 7.5x108 8.4x108 5.9x107 2.6x108 5.1x108 9.1x108 6.7x109
Pre-Tender
Estimate 6.0x108 5.5x108 1.0x108 2.4x108 4.4x108 7.7x108 3.4x109

Difference
Bid/PTE 0.20 0.32 -0.78 -0.01 0.15 0.35 1.96

Nr. Bids 9.33 5.08 2.00 5.00 9.00 12.00 21.00
CV 0.16 0.09 0.03 0.09 0.16 0.22 0.60
SPD 0.74 0.79 0.06 0.27 0.59 0.99 6.05
SKEW 0.30 0.98 -1.73 -0.39 0.29 0.65 3.40
DIFFP 0.10 0.08 0.00 0.04 0.08 0.13 0.50
RD 0.71 0.49 0.00 0.25 0.65 1.07 1.66
KSTEST 0.32 0.13 0.16 0.21 0.27 0.38 0.70

from the distribution of bids in a tender and each of them capture a different aspect of
this distribution. The combination of multiple screens can help detect different types of
manipulation [Huber and Imhof 2019].

The original dataset contains the Coefficient of Variation (CV) screen, used to
evaluate the changes in the dispersion of bids. It also contains the Skewness (SKEW)
screen, used to find how collusion changes the symmetry of bids [Huber and Imhof 2019].

The next screen used is the Spread (SPD), defined in Eq. 1. This feature describes
the relative difference between the maximum bid and the lowest bid:

SPDt =
maxt − lowt

lowt

(1)

where, for each tender t, maxt is the most expensive bid in t and lowt is the
cheapest bid in t.

The next screen used is the Difference Between the Two Lowest Bids (DIFFP),
shown in Eq. 2, that measures the relative difference between the two lowest bids:

DIFFPt =
2ndt − lowt

lowt

(2)

where, for each tender t, 2ndt is the second-lowest bid in t and lowt is the cheapest
bid in t.

Another used is the Relative Distance (RD), defined in Eq. 3. This feature cal-
culates the relative distance in a tender using the ratio of the difference between the two
lowest bids and the standard deviation of the losing bids:

RDt =
2ndt − lowt

sdlt
(3)

where, for each tender t, 2ndt is the second-lowest bid in t, lowt is the cheapest
bid in t and sdlt represents the standard deviation of all losing bids in t.
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The last screen is the Kolmogorov-Smirnov Test (KSTEST), defined in Eq. 4, that
is used to check if the bid values of a tender follow a uniform distribution:

KSTESTt = max
(
D+

t , D
−
t

)
,

D+
t = maxi

(
bit
sdt

− it
nt + 1

)
, D−

t = maxi

(
it

nt + 1
− bit

sdt

)
(4)

where, for each tender t, bit is the bid for the ith rank in t, sdt is the standard
deviation of all bids in t, nt is the number of bids in t and it is the rank of a bid in t.

Several works in the literature used screens to improve the results of
collusion and cartel detection using learning models [García Rodríguez et al. 2022,
Imhof and Wallimann 2021, Huber et al. 2022]. However, screening variables are re-
stricted to be calculated within a tender. Combining the screens with features related
to the companies bidding in the tenders might help improve the detection of collusive
behavior in public procurement [Wallimann et al. 2023].

4. Methodology
Our methodology, described in the Figure 1, consists of the following steps: feature ex-
traction to enrich the original dataset used in our work, definition of cross-validation
strategies, definition of the learning models, definition of a set of values for the hyper-
parameters, definition of a pipeline to execute hyperparameter optimization and model
fitting process and evaluation of the fitted models.

End

Hyperparameter
Optimization and

Model Fitting
Learning 
Models

Cross-Validation
Strategies

Set of
Hyperparameters

Data Extraction
and Enrichment

Original 
Dataset

Start

Dataset
Selection

Preprocessing
and Configuration

Dataset
Configurations

Evaluation and
Model Selection

Figure 1. Steps describing our proposed methodology.

4.1. Data
Our work used a subset of dataset provided by [García Rodríguez et al. 2022] to evaluate
our proposed methodology. This data contains information about public procurements
from different countries and time periods. We chose to use only the Brazilian subset of
the data because we want to extract information about the participating companies from
other sources, enrich the data, and compare the prediction results using the original and
the enriched versions of the dataset.

4.2. Enrichment Features
The first step in the enrichment process was to find a data source containing information
about the companies in the dataset. We chose the National Register of Judicial Person1, a

1https://dados.gov.br/dados/conjuntos-dados/cadastro-nacional-da-pessoa-juridica---cnpj
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database maintained by the Special Department of Federal Revenue of Brazil that stores
information about organizations and legal entities. In this database, every entity is given
a unique identification number, commonly called CNPJ, that is used to retrieve the com-
pany’s name, creation date, size and other information.

The original dataset, however, did not have the CNPJ of the bidders. Based on the
Access Information Law – a federal law that guarantees the right to access information
generated or stored by public entities in Brazil – we used the federal government Trans-
parency Portal2 to access the files containing the data regarding the public procurement
in the original dataset. We executed 131 access information requests in the Transparency
Portal, to obtain all tender reports. In total we received 100 reports where:

• 63 reports containing the companies CNPJs, in a legible way;
• 8 reports containing the companies CNPJs, but illegible (scanned images from

documents);
• 10 reports without the companies CNPJs;
• The physical file of 13 reports could not be found;
• 6 reports that do not have a tender report;
• The identification code of one tender does not exist;

We manually extracted the companies CNPJs from all the reports and inserted
them in electronic spreadsheets. After that, we verified that 127 bids did not have the
CNPJ of the bidding company. To fix this, we checked if the CNPJ existed in other
tenders that the company also participated. We ended up with only eight bids without the
company’s CNPJ after this process.

We made a manual search in the CNPJ database using the complete or partially
company name to try to find the CNPJ of the remaining companies. When the search
returned more than one result, we selected the company with the largest capital invest-
ment. We adopted this criterion because the tenders in our dataset involve huge amounts
of money, and typically smaller companies do not compete in these types of tenders.

After defining the CNPJ for all companies, we used this information to extract
the following features from the CNPJ database: legal nature, capital invested, founding
date, number of CNAEs3, and the number of partners in the company. These features are
briefly described in Table 2. We then incorporated these features into our dataset.

Table 2. Description of the enrichment features.

Feature Description

Legal Nature Type of structure of the firm. This code classifies the firm among
the existing types in the legislation and determines how it operates

Capital Invested Total value of resources and assets owned by the firm that were
invested by partner or shareholders

Founding Date Date on which the company started operating
Number of CNAEs Number of economic activities carried out by the company
Number of Partners Number of partners in the company

After that, the next step in our experimental setup involved transforming certain
features and the excluding of elements based on specific conditions. This process is de-
scribed in the next section.

2https://falabr.cgu.gov.br/web/home
3CNAE is the national classification of economic activities in Brazil, used for administrative, tax, and

statistical purposes to standardize and organize economic data
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4.3. Data Preprocessing
The first step during preprocessing was to remove all tenders with less than three bids. We
implemented this to continue utilizing the RD screens, showed in Eq. 3, that needs at least
three bids to be calculated. Since only one tender in our dataset had two or fewer bids, we
opted to remove only this single tender instead of eliminating the RD feature entirely.

The “Difference Bid/PTE” feature represents the percentage difference between
the pre-tender estimate value and the bid value. This feature was modified to the total
difference (in BRL) between the pre-tender estimate value and the bid value. This adjust-
ment was made to maintain the same scale between all monetary values in the dataset.

In the original dataset, approximately 94% of all tenders are either entirely free of
collusion (competitive) or are completely collusive. About 6% of all tenders have partial
collusion, where only a portion of the competitors engage in collusive behavior during
the process. Because of this imbalance, we conducted experiments using all tenders in
the dataset and experiments excluding the partially collusive tenders. We made these
experiments to evaluate the impact of these tenders on the results of the predictive models.

5. Experimental Setup
We utilized popular data science and ML libraries such as Pandas [McKinney 2010] and
Scikit-Learn [Pedregosa et al. 2011] to conduct the experiments in this work. Detailed
configurations of the methods used in the experiments are described in the next sections.
The code and data used in the experiments can be found in the Supplementary Data section
at the end of this document.

In our work we tested the learning models with four configurations for the input
data: the original dataset with all tenders (C1), the original dataset without partial col-
lusion (C2), the enriched dataset with all tenders (C3) and the enriched dataset without
partial collusion (C4).

We chose to apply our methodology to the models that achieved the best results
found in [García Rodríguez et al. 2022]. We utilized the tree-based classifiers Extra-Trees
and Random Forest (RF), the boosting-based classifiers AdaBoost and Gradient Boosting.
We also used the neural network based classifier Multi-Layer Perceptron (MLP).

Given that we are addressing a classification problem, we employed the following
metrics to evaluate the results of the predictive models: Accuracy, Balanced Accuracy,
Precision, Recall, and F1. For brevity, we only report the balanced accuracy values in
our results. This decision was driven by the fact that the minority class represents only
15,62% of the records in the dataset. In this case, the balanced accuracy might be a better
evaluation metric since it assigns a greater weight to the minority classes when compared
to the accuracy that tends to favour the majority class [Grandini et al. 2020].

We tested three cross-validation strategies: K-Fold, Repeated K-Fold, and Nested
K-Fold. All K-fold strategies use the Scikit-Learn default value of 5 splits. In the Re-
peated K-Fold strategy, the split is repeated 10 times with different data shuffling each
time. All cross-validation methods use the tender group to split the data, this approach en-
sures that all bids from a single tender are not split between the training and test datasets,
maintaining the integrity of individual tender data.

5.1. Hyperparameter Optimization Configuration
Regardless of the applied method, all cross-validation strategies were executed during the
hyperparameter optimization step of our methodology. We used a randomized method for
searching the optimal set of hyperparameter across all possible sets in the search space.
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This search step had 50 iterations, and each model had its own set of hyperparameters be-
ing tested. Only the scaling and encoding parameters were shared by all models. Table 3
shows the hyperparameter optimization configuration from each model.

Table 3. Hyperparameter configuration for each model.

ExtraTrees RandomForest AdaBoost Grad. Boost. MLP
n_estimators n_estimators estimator n_estimators layer_sizes
max_features max_features n_estimators learning_rate activation
criterion criterion learning_rate max_depth solver
min_samples_split min_samples_split max_iter

The proposed methodology consists of a series of ordered steps to be executed.
Our pipeline has the following steps: encoder, scaler, and estimator. The process starts
with the encoding of the categorical features in the dataset, continues with the scaling of
all features, and finishes with the creation and fitting of a predictive model based on the
set of hyperparameters chosen by the randomized search in each iteration.

We used the following encoders from the Category Encoders4 library as hyperpa-
rameter values during the encoding step: BinaryEncoder, QuantileEncoder, OneHotEn-
coder, RankHotEncoder, HashingEncoder, and CountEncoder. The original dataset con-
tains two categorical features: site and brazilian state. The enriched dataset also includes
the legal nature as a categorical feature.

After the encoding of the categorical features, the next step in our pipeline is the
scaling. In this step, the scaler method chosen during the randomized search is applied
to all features in the dataset. We used the following scalers from the Scikit-Learn library
during the scaling step: StandardScaler, MinMaxScaler, MaxAbsScaler, RobustScaler,
Yeo-Johnson PowerTransformer and QuantileTransformer.

The last step in our pipeline is the estimator. This step is responsible for randomly
selecting a set of values to be used in the configuration of the model. After that, the
model is fitted and all evaluation metrics are calculated on the hold out data. The process
is repeated 50 times, and each iteration returns the best set of hyperparameters for each
model. Here, the best set of hyperparameters is the set that achieved the highest balanced
accuracy value.

6. Results and Discussion
As mentioned earlier, the objective of this work is to develop a methodology that employs
techniques such as cross-validation and hyperparameter optimization to enhance the col-
lusion detection rate of ML methods, compared with other methodologies documented
in the literature. Using [García Rodríguez et al. 2022] as our baseline work, we applied
their methodology and compared their results with our solution. Table 4 shows the results
of applying the baseline methodology to all the models tested in our work.

Table 4 showcases that, despite the good prediction results, the baseline solution
presents a high variance. This variance, indicated by the high standard deviation values
when using different train/test splits, raises questions related to model selection when
using our methodology to detect collusion in public procurements. Our work aims to
evaluate whether feature enrichment and cross-validation are valid solutions to decrease
the variance of the results, especially when limited data is available.

Our baseline work, just like other similar works, did not reported the standard de-
viation (variability) in the results of the models tested. The use of repeated holdout in

4https://contrib.scikit-learn.org/category_encoders/index.html

Proceedings of the 39th Brazilian Symposium on Data Bases October 2024 – Florianópolis, SC, Brazil
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Table 4. Results of the baseline methodology [García Rodríguez et al. 2022] for
all tested models.

Model Balanced Accuracy Standard Deviation
AdaBoost 84.11 11.02
ExtraTrees 85.63 10.98
GradientBoosting 85.74 9.61
MLP 75.17 10.60
RandomForest 86.86 10.27

these works raised questions about the reliability of model selection, specially on new
data. We tried to solve this problem using different cross-validation techniques and evalu-
ating the changes in the variability of the results when using different data split strategies.

The first cross-validation method we used was the Group K-Fold with 5 splits.
Figure 2 shows the results of this strategy across all models. The RandomForest and
AdaBoost models, using both dataset configurations but excluding tenders with partial
collusion, achieved the highest balanced accuracy values among all the models we tested.

AdaBoost ExtraTrees GradientBoosting MLP RandomForest
Model
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Original - All Tenders
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Figure 2. Results for Group K-Fold with 5 splits for all models using different
dataset configurations.

However, the AdaBoost and MLP models achieved the lowest standard deviation
between all models tested using the enriched dataset version with all tenders. This in-
dicates that with the K-Fold cross-validation strategy, using a dataset containing tenders
without partial collusive tenders might improve the results of the predictive models, but it
might not necessarily reduce the variance in the results.

Subsequently, we tested the Group K-Fold cross-validation with 5 splits and 10
repetitions. Figure 3 shows the results for all the tested models, using different seeds,
grouped by dataset configuration. With this repetition strategy, the tree-based models
achieved the results using both dataset configurations without partial collusion. In terms
of variance, the use of the enriched dataset with all tenders showed the best results, re-
gardless of the model being used. The MLP model had the smallest standard deviation,
followed by the boosting-based models and then the tree-based models.

We also tested the nested cross-validation strategy in our work. This method starts
with the data spplitting using Group K-Fold with 5 splits. Then, an outer conditional loop
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Figure 3. Repeated K-Fold results for all models using different dataset configu-
rations.

iterates over all splits in the data. Within this loop, all training splits are used in a hy-
perparameter optimization process using the RandomizedSearchCV and another Group
K-Fold with 5 splits. The model with the best results during this operation was then eval-
uated using the test split (holdout). This process is repeated until all data splits are used
to evaluate the best model found in the hyperparameter optimization process. Figure 4
shows the average results for the test splits using all models.

It is important to note that, as shown by Figure 4, the configuration using the MLP
model, the enriched dataset with all tenders, and the nested cross-validation achieved the
least variation in the results when compared to the previous strategies using the same con-
figuration. With this configuration, the MLP model achieved a mean balanced accuracy of
88.37% and a standard deviation of 2.15%, a difference of 2.48% when compared to the
cross-validation strategy that achieved the best results when using the same configuration,
but an increase of 5.3% when the same configuration.
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Figure 4. Average results for test splits in the nested cross-validation using all
models tested.

Cross-validation using limited data, like the data used in our work, creates a trade-
off between generalization and fitting a better model [Korjus et al. 2016]. Our results,
however, show that a trade between the model with better results for a model that might
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generalize better with new data could be indicated if the quality of the results only de-
creases between 2% and 3%. A summary of the best results achieved with the cross-
validation strategies tested in our work is presented in Table 5. The tree-based models
using the datasets without partial collusion achieved the best results in our experiments.

Regarding the variance in the results of our methodology, Table 5 shows that the
configurations that achieved the overall best results in our work are not the ones that
achieved the smallest variance. The configurations with the smallest standard deviation
are the ones using the MLP model and the enriched version of the dataset with all tenders.

Table 5. Comparison between the results of our methodology and the base article

Our Methodology Base Article Difference
CV Strategy Model (Dataset) Bal. Acc. Std Bal. Acc. Std Bal. Acc. Std p-value

K-Fold RF (C4) 94.30 10.77 86.86 10.27 7.44 0.50 0.31
AdaBoost (C3) 90.41 5.67 84.11 11.02 6.30 -5.34 0.06

Repeated RF (C4) 93.79 9.57 86.86 10.27 6.93* -0.69 5.1x10−5

MLP (C3) 90.22 6.07 75.18 10.60 15.04* -4.53 1.8x10−15

Nested RF (C2) 92.10 9.80 86.86 10.27 5.24 -0.47 0.44
MLP (C3) 88.37 2.15 75.18 10.60 13.19 -8.45 0.06

* Using the Wilcoxon signed-rank test with Bonferroni correction, the difference was found to be statistically significant.

Overall, the best models for each CV strategy defined in our methodology
achieved better results when compared with the baseline models. Regardless of the evalu-
ation, the models trained using the CV strategies defined in our work improved the results
by up to 15% when compared to the base article. However, only the Repeated K-fold
strategy had a statistically significant difference in the results.

For a more detailed evaluation of the models trained using the repeated k-fold
strategy, we build the confusion matrix for the results of the models that had a statistically
significant difference when compared to the baseline paper. The results presented in Fig-
ure 5 are the average for all test folds and show that the model with a higher variability
was able to produce less false positives when compared to the more robust model using
the same data split strategy.

True Negatives
83.22%

False Positives
1.16%

False Negatives
1.49%

True Positives
14.13%

(a) RF (C4) model

True Negatives
74.96%

False Positives
4.46%

False Negatives
2.97%

True Positives
17.62%

(b) MLP (C3) model

Figure 5. Confusion matrix achieved using the repeated k-fold strategy

The results from Table 5 showed that the models that had the better results also had
a higher variability between the balanced accuracy values from each test fold. However,
as shown in Figure 5, these less robust models had more success when differentiating be-
tween collusive and competitive tenders. This shows that a choice must be made between
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a more powerful model or a more reliable model, underscoring the complexity of model
selection for the detection of collusion in public procurement.

To conclude, an analysis of all the results presented in this section shows that
the best results in our experiments were achieved, for the most part, using the enriched
dataset. The results showed that audit agencies and other decision makers in the public
sector should consider implementing data enrichment and model selection with hyper-
parameter optimization and the correct data split strategy to their current pipelines of
screening tenders for possible collusion.

7. Conclusion
This work highlights the potential of machine learning algorithms in detecting and mit-
igating fraud in public procurement processes. By enriching the dataset from the “Op-
eration Car Wash” investigation and employing machine learning techniques such as hy-
perparameter optimization and cross-validation, this research was able to provide new in-
sights into improving ML models for detecting collusion in procurement processes. The
proposed methodology for model selection achieved better results compared to previous
studies, and all code and dataset developed are made publicly available.

The findings underscore the crucial importance of data quality and the careful
selection of machine learning methodologies in enhancing fraud detection rates. This ad-
vancement is particularly vital for public organizations seeking to uphold transparency
and integrity in procurement processes, ultimately contributing to more effective gover-
nance and the prevention of substantial financial losses.

Future work should focus on refining these methods by identifying the dataset
features that most significantly influence the models and investigating new approaches
such as graph-based neural networks (GNN) to further bolster the fight against corruption
in public procurement. Another area of focus for future works also include the use of
AutoML tools to automate the model selection process.

Supplementary Data. The supplementary data and code used in this research can be
found online at: https://zenodo.org/records/11491748
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