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Abstract. Identifying participants in narratives is important to understand and
extract meaning from unstructured texts. This paper investigates the use of DB-
pedia and Wikifier for this task. We tested these two knowledge base platforms to
evaluate their performance in recognizing and extracting entities in Portuguese-
language journalistic narrative texts. The results show that both DBpedia and
Wikifier present similar results in identifying participants, around 0.40 in the
fl-score. The objective of this paper is to study the potential of knowledge bases
to improve the understanding of narratives, in addition to suggesting directions
for future research in this domain.

1. Introduction

Experts usually define the narrative structure as a sequence of events related to each other
and arranged chronologically [Santana et al. 2023]. Commonly, the narrative structure
also includes participants that engage in the existing events. This arrangement of in-
formation facilitates the grasp of knowledge by people. Thus, the narrative structure is
employed in several text types, from medical records [Moharasan and Ho 2019] to finan-
cial reports [Zmandar et al. 2021]. The automatic extraction of such a structure can aid in
summarizing information and facilitating the selection of relevant information. Narrative
extraction from text often involves a pipeline of models, with each model identifying one
of the main components of a narrative (events, participants, and time expressions) and
their relationships. In this work, we focus on the participant identification task.

The identification of participants in a narrative is similar to the task of named
entities, nonetheless, a participant can be not only a named entity but also an expres-
sion, an object, or other contextual elements [Santos et al. 2023]. For instance, in the
sentence “The dog ran until he was tired”, “dog” is not a named entity, but it is a parti-
cipant in the event “ran”. To evaluate the difficulty of this task, we propose to employ
pre-trained entity linking models to identify participants in narrative text. The entity
linking task is the process of matching a mention of a name with an entry in a kno-
wledge base [Sevgili et al. 2022]. Two well-known knowledge bases (KB) are DBPe-
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dia' and Wikipedia®. Several approaches for entity linking employ Wikipedia and DB-
Pedia, one of them is the Wikifier [Brank et al. 2017] and another is the DBpedia Spo-
tlight [Daiber et al. 2013]. None of these approaches, as far as we know, employed these
tools for entity linking in the identification of participants of narrative text.

In this work, we evaluate entity-linking tools for their effectiveness in identifying
participants within narrative texts. In particular, we employ Wikifier and DBpedia Spo-
tlight to identify the participants from the Text2Story Lusa dataset [Nunes et al. 2024].
This dataset comprises Portuguese news stories, with all narrative components manually
annotated by linguists.

The main contribution of this work is a quantitative evaluation of multi-lingual
entity linking tools in the identification of participants in narrative text. We hope that
these contributions aid researchers in selecting more appropriate tools and advance the
research of the identification of participants in narratives.

2. Related Work

Regarding the identification of participants, the study of [Santos et al. 2023] focuses on
identifying them in narrative stories, such as novels and soap operas in the Portuguese
language. These stories are from the DIP (Character Identification Challenge) dataset,
which was created based on data from the Digital Library of Literature in Portuguese
Language (BDLP). This dataset includes stories added by the authors themselves, the
vast majority of which are in Brazilian Portuguese. Additionally, the authors aimed to
include heterogeneity in the dataset, featuring both Brazilian and Portuguese stories. In
our study, however, we wish to identify participants in journalistic narratives, and our
dataset is news from Lusa: Noticias do dia, Portugal’s news agency, which makes our
results more focused on European Portuguese.

Several studies on entity linking using knowledge bases, a task employed to iden-
tify the participants of a text, include the works of [Wu et al. 2018], [Jia et al. 2021] and
[Xia et al. 2020]. For example, [Wu et al. 2018] investigates entity linking in various da-
tasets of short texts, including those extracted from Twitter (a social media platform) and
Wikipedia, among others. Similar to our study, they use knowledge bases to link enti-
ties, some of these most common knowledge bases are DBpedia, Wikipedia, and YAGO.
DBpedia and Wikipedia will be used in our study.

The works by [Jia et al. 2021] and [Xia et al. 2020], as well as [Wu et al. 2018],
also explore the use of entity linking, but this time in datasets containing data from various
news sources, similar to our study. These datasets include data from news agencies such
as the New York Times, Reuters, and the Associated Press. [Xia et al. 2020], in addition
to using this news story data in English, also uses a dataset with news and micro-blogs in
Chinese. Furthermore, [Xia et al. 2020] highlights an important issue in current research:
most studies are conducted in English, leaving other languages, such as Chinese and
Portuguese, underexplored. The authors of that study focused on Chinese, while our
paper focuses on Portuguese.

In all these studies, the authors highlight several important challenges of entity

"https://www.dbpedia.org/
https://www.wikipedia.org/
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linking, such as the ambiguity and variability of entity mentions, and the large volume
of data they must use to perform this task accurately. These challenges still need to be
overcome and were encountered in this study as well.

3. Methodology

In this section, we describe the methodology employed in our study, which is part of the
Text2Story project. We will first provide an overview of the Text2Story project, followed
by a detailed explanation of the tools and technologies used, the source of the test data,
and the metrics for evaluating the results.

3.1. Text2Story Project

The Text2Story project, as described by [Amorim et al. 2024], aims to facilitate the au-
tomatic extraction of narratives by identifying events, participants, temporal aspects, and
their relationships. This enhances the semantic understanding and usability of textual
data, transforming it into structured narratives. The project provides a toolkit integrating
several natural language processing (NLP) techniques to process and visualize narrative
texts. This makes it a valuable resource for researchers and developers working with
narrative data.

Our study, conducted within the scope of the Text2Story project, focuses on eva-
luating entity-linking tools for extracting participants from narratives. Specifically, we
employed Wikifier [Brank et al. 2017] and DBpedia Spotlight [Daiber et al. 2013], tools
that link entities to their corresponding entries in knowledge bases such as Wikipedia
and DBpedia. In this way, it was possible to evaluate the performance of these tools in
real scenarios, using data from Text2Story Lusa dataset [Nunes et al. 2024], with Portu-
guese news stories from Lusa® (an important news agency in Portugal), thus being able to
identify possible improvements for future implementations.

3.2. Tools Used

The two entity-linking tools employed in this study were Wikifier and DBpedia Spotlight.
As mentioned previously, Wikifier [Brank et al. 2017] is a tool that automatically identi-
fies and links entities mentioned in a text to their corresponding concepts on Wikipedia.
The authors created it with advanced algorithms that analyze the context of mentions and
associate them with Wikipedia articles. It is useful for disambiguation entities with mul-
tiple meanings, providing a good semantic understanding of the narrative text. This tool
was chosen for its strong performance and the extensive database provided by Wikipedia.

Similarly, DBpedia Spotlight [Daiber et al. 2013]is an open-source tool that links
mentions in a text to resources in the DBpedia knowledge base, which is a structured mul-
tilingual resource extracted from Wikipedia. According to the authors, DBpedia Spotlight
brings an efficient and accurate approach to entity linking, taking advantage of DBpedia’s
structured data to provide a good semantic analysis of texts. Just like Wikifier, this tool
was chosen to be studied and implemented in Text2Story because it demonstrated good
results and also because it has a large structured knowledge base and therefore can ex-
tract information more precisely. In addition to that, both tools support the Portuguese
language, which is the target language of our dataset.

Shttps://www.lusa.pt/
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Table 1. Dataset statistics

Narrative Component Lusa News

Train Test
Participants 622 2,644
#token 3,707 | 16,805
#documents 20 90

The two tools were integrated into the Text2Story project to extract participants
from journalistic narratives. We conducted quantitative tests using the Text2Story Lusa
dataset to compare their performance with other tools implemented in the project. More
details about the dataset will be presented in the next subsection.

3.3. Test Data

The dataset used in this study comes from the Portuguese news Agency Lusa, one of the
main news agencies in Portugal. The “Text2Story Lusa” [Nunes et al. 2024] dataset was
developed for analyzing narratives in journalistic articles written in European Portuguese.
It includes a diverse range of news stories on topics such as politics, economics, and
culture, providing a rich resource for evaluating NLP tools.

The dataset contains 117 annotated texts, with annotations that cover participants,
events, and temporal aspects of the narratives, separating each word or phrase, based
on the context of the narrative into a specific entity. These annotations were made by
linguistic experts and are structured to facilitate the evaluation of tasks such as entity
linking and participant extraction, which is the focus of our study.

For this study, we used only the test data, which includes 90 articles, to allow for a
comprehensive comparison with [Amorim et al. 2024] study, where several evaluations of
different tools were carried out, which will be presented in the results in the next section.
Table 1 details some characteristics of the split we used.

3.4. Evaluation Metrics

To evaluate the effectiveness of innovative entity-linking tools in this project for partici-
pant extraction, three standard specifications were used: precision, recall, and F1-score.
This information provides good guidance on how the tools are performing. Precision me-
asures the proportion of correctly linked entities among those identified by the tool, recall
measures the proportion of correctly linked entities among all relevant entities in the da-
taset, and F1-score provides a harmonic mean of precision and recall, which provides a
more accurate assessment of the tool in question.

Following [UzZaman et al. 2013], we applied these metrics in two ways: strict
and relaxed. In the strict evaluation, all narrative elements must be labeled by the automa-
tic annotation tool exactly as the human annotation was done. In the relaxed evaluation,
a partial overlap between human and automatic annotation is considered a true positive.
For example, if the automatic annotator detected “automobilista (motorist)” and the hu-
man annotator annotated ‘“um automobilista (a motorist)”, it would be a false negative in
the strict evaluation but a true positive in the relaxed evaluation. Thus, the relaxed evalu-
ation is useful because it highlights partial correspondences, facilitating the identification
of relevant narrative elements, therefore this was the evaluation used in this study.
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4. Results

The Table 2 presents the results of the entity linking tools used in this project, compared
with the results of other tools also implemented in the Text2Story project and presented in
the [Amorim et al. 2024] study. The metrics presented are precision (P,.), recall (R,.), and
F1-score (£1,), all applied to the task of extracting participants from journalistic narratives
using the Text2Story Lusa dataset.

Table 2. Results for the Annotators implemented in this study and the results of
Annotators implemented in the [Amorim et al. 2024] study

P. R, I,
Wikifier 0.61 0.30 0.40
DBpedia 0.48 032 0.38
SRL 093 0.15 026
SPACY 0.77 033 045
GPT-3 070 0.77 0.72

The results indicate that GPT-3, as described in the study by [Amorim et al. 2024],
obtained the best overall performance in participant extraction, achieving excellent test
results, with a precision of 0.70, a recall of 0.77 and an Fl-score of 0.72. This supe-
rior performance is likely due to GPT-3’s large language model, which is trained on vast
amounts of diverse data, enabling it to understand and extract participants from complex
narratives more effectively than traditional entity linking tools.

In contrast, Wikifier and DBpedia Spotlight, the tools implemented and evaluated
in this study, showed good precision (0.61 and 0.48, respectively) but low recall (0.30 and
0.32, respectively). This suggests that while these tools can accurately identify partici-
pants when they are recognized, they struggle to detect all relevant entities. This limitation
might stem from the coverage of the underlying knowledge bases (Wikipedia for Wiki-
fier and DBpedia for Spotlight), which may not encompass the full range of entities or
nuances present in the dataset.

Comparatively, the Semantic Role Labeling (SRL) and SPACY tools, also evalu-
ated by [Amorim et al. 2024] exhibited strong precision but significantly lower recall, as
can be seen in Table 2. This pattern suggests a broader challenge across various tools
in fully detecting all relevant participants in journalistic narratives, possibly due to the
inherent complexity and variability of the language used in news stories.

These results highlight the importance of a balance between precision and recall,
and mainly the difficulty of tools detecting all participants. Although some tools are
highly accurate, their usefulness is limited if they cannot identify a sufficient number of
relevant entities (which can be seen from low recall). Tools like GPT-3 that can maintain
a good balance between these metrics are preferable in participant extraction scenarios.
Still, the first results from Wikifier and DBpedia are important, but they demonstrate that
more studies are still needed on these tools so that they can improve.

These findings highlight a key issue: while high precision indicates accurate iden-
tification of known entities, low recall reveals a significant gap in detecting all relevant
participants. This could be due to the limitations in the knowledge bases or the speci-
fic algorithms used by Wikifier and DBpedia Spotlight, which might not be as robust in
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handling the diverse and often ambiguous nature of participant references in journalistic
texts. Still, the first results from Wikifier and DBpedia are important, and demonstrate
that more studies are needed on these tools so that they can be improved.

5. Conclusion and discussion

In this article, we evaluate the effectiveness of the entity linking tools Wikifier and DBpe-
dia Spotlight for participant extraction from journalistic narratives using the Text2Story
Lusa dataset. The results demonstrated that, although both tools offer good precision, the
recall results were low, which demonstrates that they still face challenges in detecting all
relevant participants.

Wikifier and DBpedia Spotlight achieved good precision (0.61 and 0.48, respec-
tively), but presented low recalls (0.30 and 0.32, respectively). In contrast, the GPT-3
model, as evaluated by [Amorim et al. 2024], achieved much better precision and recall
results, reflected in an Fl-score of 0.72. This disparity suggests that GPT-3’s ability to
leverage general knowledge and context is more effective in this task than the more spe-
cialized but narrower focus of Wikifier and DBpedia Spotlight.

Also analyzing the results of the other tools evaluated in the study by
[Amorim et al. 2024], it is possible to see that the greatest difficulty of all tools is de-
tecting all relevant participants, showing a general trend in the difficulty of identifying
all relevant participants in journalistic narratives. This shows a need for improvements
mainly in strategies to increase the recall of these tools.

Future research should explore strategies to improve recall, such as integrating
more extensive or specialized knowledge bases, refining the algorithms for participant
detection, or combining different approaches (e.g., LLMs with entity linking tools) to
leverage the strengths of each. Additionally, expanding the evaluation to include other
languages and types of narratives could provide a more comprehensive understanding of
these tools’ effectiveness across different contexts.

The limitations of this study, such as the exclusive focus on European Portuguese
and the specific dataset used, also point to the need for broader evaluations. By addressing
these challenges, future work can contribute to developing more robust and effective tools
for participant extraction in diverse narrative contexts. We hope that this study will con-
tribute to the selection and development of more suitable tools for extracting participants
in journalistic narratives, encouraging future research and continuous improvements in
natural language processing technologies.
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