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Abstract. Time series events detection relates to the study of techniques for de-
tecting points in a series with special meaning which differs from the expected
behavior of the dataset. In scenarios such as digital twins and IoT devices,
there is natural generation and traffic of data in the cloud. Event detection is
critical for timely decision-making. Since many methods for detecting events
target different types selecting a suitable method makes the task more difficult.
In this context, this article proposes a cloud-based framework called Harbinger
Nimbus. The implementation was evaluated on the Microsoft Azure platform.

1. Introduction
In the scenario of digital twins and IoT (internet of things) devices, it is possible to observe
an increase in the speed of data generation in streaming in the cloud. In these scenarios,
event detection becomes essential for timely decision-making and monitoring of the cloud
infrastructure itself [Habeeb et al., 2019]. However, the event detection in streaming
brings additional difficulties related to the change in data behavior over time and the need
for adaptation [Talagala et al., 2020]. Furthermore, the importance of the response speed
of the methods and how the integration of event detection influences this response time
into data in streaming in the cloud increases.

In this work, events refer, for example, to anomalies and change points [Gensler
and Sick, 2018]. There is a myriad of methods aimed at detecting events such as those
cited in searches by Truong et al. [2020] for offline data or by Habeeb et al. [2019] for
online data. However, there is still a shortage of works dedicated to frameworks for ex-
perimentation and integrating event detection methods focused on data streaming in the
cloud.
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In order to fill the gap in the literature, the present work proposes a framework for
event detection in streaming data integrated into the cloud computing environment. Thus,
Harbinger Nimbus (HN) is a framework for integrating a broad range of event detection
methods in the cloud.

HN contributes to decision-making simplification, given its readiness for integra-
tion with other cloud applications. Finally, the HN prototype can be integrated with avail-
able methods implemented in the cloud, such as the Microsoft Anomaly Detector (MAD)
native to Azure [Ren et al., 2019].

In addition to this introduction, the work presents in Section 2 a synthesis of works
related to detecting events in time series. Section 3 presents the proposed architecture of
HN. Section 4 makes final remarks.

2. Related Works
Event detection aims to identify points with special meaning in a time series. Although
identified as specific points, they may be related to series intervals around the detected
event with a significant change in the behavior of the data. This change refers, for exam-
ple, to spikes, change points, or anomalies [Guralnik and Srivastava, 1999].

One way to divide the analysis of the series is in terms of data access. When access
is in real-time the analysis is called (i) online detection. On the other hand, it is called (ii)
offline detection when you have previous access to the complete dataset [Truong et al.,
2020]. A comprehensive review of methods applicable to offline detection is presented by
Truong et al. [2020]. However, this work focuses on online detection.

In the literature, several methods and frameworks apply to the detection of online
events, with data generated in real-time. An overview of state of the art in this area is
presented by Habeeb et al. [2019]. Besides, two main divisions in the detection of on-
line events: (i) static models and (ii) models of incremental learning [Ogasawara et al.,
2021]. Static models are trained on large datasets and applied to real-time data. In incre-
mental learning models, training starts on a subset of data, and learning continues as new
observations are received [Habeeb et al., 2019].

Harbinger is a framework that provides functions for event detection, evaluation
and combination of methods, and comparison of the detections performed [Salles et al.,
2020]. Another framework for online detection is proposed by Talagala et al. [2020],
based on computing boundaries of normal data behavior to identify significant changes in
new observations.

An anomaly detection method was introduced by Ren et al. [2019] as a service on
the Microsoft Azure platform. This service, called MAD, is based on the spectral residual
(SR) algorithm combined with convolutional neural networks (CNN) [Ren et al., 2019].
Another event detection service on a cloud platform is Amazon QuickSight ML-powered
anomaly detection1 from the AWS platform. However, no publications were identified
with details about its operation or the method used by this service for comparison in this
work.

The streaming is related to the traffic and processing of data in real-time, before

1Available at: https://docs.aws.amazon.com/quicksight/latest/user/anomaly- detection.html
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its storage [Hiraman et al., 2018]. Habeeb et al. [2019] cite Apache Kafka and Spark
streaming as examples of specific platforms for processing streaming data. These plat-
forms allow real-time data exchange and processing of large volumes of data [Hiraman
et al., 2018].

To the best of the authors’ knowledge, there is a lack of frameworks that simulta-
neously allow the integration, comparison, and combination of different event detection
methods in streaming data. Therefore, the HN proposes to explore this gap.

3. Harbinger Nimbus
As an evolution of the Harbinger research, the present work presents the Harbinger Nim-
bus (HN). The HN architecture is represented in Figure 1. The main focus of HN is to
enable the integration of Harbinger in the cloud. It simplifies applying event detection
methods in different data sources and applications that consume the detection result.

On the sides of the Figure 1 we have the connections with cloud data sources (1),
intermediate by a streaming management system (2), and at the output with the availabil-
ity of results for consumption - notifications of detected events (4). Internal steps of HN,
defined by Activities 3.1 to 3.5, use cloud resources to organize the execution flow. The
main event detection methods are present in (3.3), as well as orchestration activities such
as configurations (3.1), connection to data streaming (3.2), performance monitoring (3.4),
and cloud resource monitoring (3.5).

Figure 1. HN: Overview

Once the series is received, through activity (3.2), the connection with the detec-
tion methods is carried out. These methods are previously configured through the con-
figuration controller (3.1), which allows the selection and configuration of the parameters
of the desired detection method. At the end of the process, the detected events are made
available in the cloud for consumption in the form of notifications (activity 4 in Figure 1).

Finally, it should be noted that the proposed architecture is independent of meth-
ods or specific platforms for streaming and cloud computing. Thus, it is possible to ex-
periment and flexibly compare different methods.

4. Final Remarks
The objective of this work is to explore the frameworks gap for cloud integration of event
detection methods and not to present a specific method. Implemented detectors in HN can

Companion Proceedings of the 37th Brazilian Symposium on Data Bases September 2022 – Búzios, RJ, Brazil
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be compared with the labeled data of the series to calculate the performance. The metrics
available are precision, recall, F1, accuracy, and execution time in seconds.

To compare the versatility of HN, MAD/SR-CNN is available as a service on
Azure usable via API. At first, this makes its usability simple but limits the options for
customization, parameter adjustment, and method combinations. For example, it is im-
possible to choose the method to be executed, a simple definition of performance metrics,
or a combination of methods.

The preliminary implementation opens the door to research and development
aimed at evaluating datasets in streaming, varying the time of arrival of the data. HN
will also be made available as a service on Azure, expanding its potential for use in the
context of IoT and digital twins.

In future work, the proposed architecture will be explored more comprehensively
to automate the integration of all tasks. Approaches for processing the series in stream-
ing will also be analyzed to identify ways to help adapt the methods as the behavior of
the series changes over time. Finally, streaming platforms can be evaluated to identify
possibilities for improving computational cost.
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