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Abstract. Embeddings represent a viable solution to address the challenge of
data and information generation in heterogeneous graphs. This research pre-
sents our approach for generating and processing heterogeneous embeddings
(AGHE), which are built from various data types such as text, images, and sub-
graphs embedded in nodes. AGHE comprises several stages, from graph crea-
tion to the generation of embedding compositions based on node features and
metapaths. In the conducted experiments, simple and embedding compositions
were used as input data for the Node Classification task in Recommender Sys-
tems, investigating effectiveness metrics. The outcomes achieved in our experi-
ments are encouraging, demonstrating superior results compared to the baseline
used.

Resumo. Os embeddings representam uma solucdo vidvel para enfrentar o
desafio da geracdo de dados e informagoes em Grafos Heterogéneos. Esta
pesquisa apresenta nossa abordagem para a geragdo e processamento de em-
beddings heterogéneos (AGHE), os quais sdo construidos a partir de vdrios
tipos de dados, como texto, imagens e subgrafos presentes nos nos. O
AGHE compreende vdrias etapas, desde a criagcdo do grafo até a geracdo de
composicoes de embeddings com base nas caracteristicas e metapaths dos nos.
Nos experimentos realizados, embeddings simples e compostos foram utiliza-
dos como entrada de dados para a tarefa de Classificacdo de Nodos em Siste-
mas de Recomendagado, investigando o desempenho em relacdo as métricas de
eficdcia.Os resultados obtidos em nossos experimentos sdo animadores, pois de-
monstraram desempenhos superiores em comparacdo com o baseline utilizado.
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2. Introduction

Representation learning using deep learning models can be used to complement, or even
replace, traditional approaches to data generation with neural network approaches. An
example lies in downstream applications like Recommender System, where deep learning
can solve the intricate relationships within the data itself, achieving superior recommen-
dations [Wu et al. 2022]. Most graphs typically focus only on the relationships between
nodes, without complete information about their components. In contrast, a heteroge-
neous graph can become an important dataset within a larger data collection due to its
ability to include different types of nodes with varied data types, not just plain text. By
expanding to other data types, such as images and subgraphs, node embeddings can be
generated from this varied information using deep learning techniques to extract infor-
mation from images and plain text features, thereby turning them into embeddings saved
within the nodes. This mechanism can leverage downstream applications to enhance re-
presentation learning using graph embedding.

One promising approach to enhancing representational power is through the use
of node embeddings. These are vector representations of nodes in graphs that capture
their features and relationships, enabling deep learning and machine learning algorithms
to operate efficiently [Wang et al. 2023]. In heterogeneous graphs, metapaths represent
sequences of relationships connecting different types of nodes, providing a means to ex-
plore and integrate complex structural information. Combining node features with meta-
paths can significantly improve the semantic representation of heterogeneous graphs and
consequently the performance of graph-based applications.

This research aims to propose an approach capable of generating heterogeneous
embeddings through the processing of texts, images, and subgraphs presented in the no-
des of heterogeneous graphs, thus enhancing the performance of downstream applications
like RecSys. The approach is named AGHE - Approach for Generating Enhanced Hete-
rogeneous Embeddings from Heterogeneous Graphs, which is separated into five steps:
the first one is the creation of the heterogeneous graph with texts, images, and subgraphs
associated with the nodes; the second one is the generation of embeddings using speci-
alized Autoencoders; the third one is the generation of embeddings from metapaths and
neighboring nodes; the fourth one is the creation of recommendation data based on the ge-
nerated embeddings; and the fifth and final step is the reconstruction of the recommended
graph and its provision as a dataset.

Experiments were conducted to compare the effectiveness of classifiers in the
Node Classification task with the baseline. Our composition Aggregated Features + Me-
tapaths embedding achieved a Micro-F1 score of 65.89% compared to 61.53% from the
baseline, highlighting its effectiveness.

3. Research Question and Motivation

Heterogeneous graphs are important data structures used to represent both simple and
complex data-driven applications. They could enhance the foundation for representation
learning and serve as valuable input datasets in various types of downstream applications.
A critical research question in this context is how we further can improve the representa-
tional power of heterogeneous graphs and their components.

138



Companion Proceedings of the 39t" Brazilian Symposium on Data Bases October 2024 — Florianépolis, SC, Brazil

Enhancing the semantic representation of heterogeneous graphs has a high poten-
tial to improve the performance of downstream graph-based applications. Successfully
addressing this challenge can significantly benefit applications that depend on heteroge-
neous graphs, ultimately leading to better performance outcomes.

4. Relevance of the Research in the Databases Field

The importance of the proposal research for the database area lies in the ability to deal
with the representation of complex data in heterogeneous graphs, improving the perfor-
mance of downstream applications. By considering different data types and using inno-
vative techniques such as aggregation features and metapaths embeddings, the research
contributes to advances in graph representation and multidimensional data processing,
being relevant to handle the diversity of information present in database systems. Thus,
the proposed approach offers innovative data enhancement that positively impacts the da-
tabase field by providing heterogeneous graphs as datasets with richer data semantics.

5. Related Work

The heterogeneous graph can be traced back to generate data embedding from node
features based on random walks approach citing Representation Learning on Graphs
[Hamilton et al. 2017, Ying et al. 2018] improving the node expressivity. More closely
aligned with the aims of our proposal is the work by [Zhang et al. 2019], which consi-
ders the heterogeneous attributes or contents associated with each node and introduces
a random walk strategy to sample a fixed number of strongly correlated heterogeneous
neighbors for each node and group them based on node types. The survey Graph Neural
Networks in RecSys [Wu et al. 2022] shows GNNs have been widely used in downs-
tream applications with superiority in graph representation learning, citing GraphSAGE
[Hamilton et al. 2017] as an important example.

MetaPath2Vec [Dong et al. 2017] is another crucial technique of this research due
to its ability to capture the structure of heterogeneous graph, guiding random walks to ge-
nerate sequences of heterogeneous nodes with rich semantics. The Metapath Aggregated
Graph Neural Network (MAGNN) is an approach for heterogeneous graph embedding,
aiming to comprehensively consider the information present in heterogeneous graphs, ba-
sed on the Intra-Metapath aggregation. This node representation is used as input for an
external classifier SVM, to perform the Node Classification task [Fu et al. 2020]. This
work is closely related to our approach, hence it was used as the baseline. The main diffe-
rence lies in the method used by MAGNN to aggregate node information from each node
reached by metapaths, while our research focuses on embedding compositions, capturing
semantics from local and neighboring node information, and metapaths.

Our research demonstrates that the composition of features and metapath embed-
dings outperforms using single features or metapaths individually. This highlights the
significance of our approach, as the embedding compositions provide a richer node repre-
sentation, leading to better results in Node Classification tasks.

6. Proposal

Our proposal introduces the AGHE - Approach for Generating Enhanced Heterogeneous
Embeddings from Heterogeneous Graphs, designed to create the graph and generate he-
terogeneous node embeddings shown in Fig. 1. The process begins with the creation
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of a heterogeneous graph, which includes nodes, edges, and node features, serving as
the foundation for subsequent steps. Text node feature embeddings are then generated
from node features or extracted from images embedded into the nodes by Autoencoders.
Following this, aggregated node features and metapaths embeddings are created using a
random walks approach to capture the relationships among neighboring nodes and node
types, further enhanced by the MetaPath2Vec algorithm used. The graph is then enriched
with RecSys tasks, such as Node Classification, Link Prediction, and Node Clustering
based on the heterogeneous graph created. Finally, the generated embeddings and pre-
dictions are integrated back into the graph nodes, forming a comprehensive approach that
leverages heterogeneous data types to enhance downstream applications like RecSys. In
the next section, we define the compositions of embeddings, an important part of this
research, which are used in Steps 2 and 3.

Graph Creation Generating Node Embeddings Generating Embedding Compositions Rebuild the Graph
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Figura 1. AGHE - Approach for Generating Enhanced Heterogeneous Embed-
dings from Heterogeneous Graphs.

6.1. Composition of Heterogeneous Node Embeddings

This section presents the core foundation proposal of this research for creating com-
positions of heterogeneous node embeddings based on node features and metapaths.
We propose the creation of three embeddings composition based on node metapaths
(Metapath), node features (Features + Metapaths), and aggregation of neigh-
boring node features (Aggregated + Metapaths).

6.1.1. Metapaths Embedding

Using the MetaPath2Vec algorithm, the metapath embedding is generated by traversing
the predefined metapaths and incorporating the information into the target node. Let
HG = (V,E) be a heterogeneous graph where V is the set of nodes and £ is the set of
edges. A metapath M is a sequence of node types and edges denoted as:

M= 20, 2 2y, (n

where V; represents the node type and E; represents the edge. For a target node v € V, the
metapath embedding h is generated by aggregating the information from nodes reached
by traversing the metapath M starting from v, formally defined as:

h} = Aggregate ({f(u) | u € Reachable(v, M)}), (2)
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where Reachable(v, M) is the set of nodes that can be reached from v by following the
metapath M, f(u) is a function that extracts the node embedding u, and Aggregate is a
function that combines these embeddings into a single embedding for the central node v.

6.1.2. Features + Metapaths Embedding

It is composed of local node features with metapath embeddings, capturing the semantics
of the relationships with its neighbor nodes. For a node v € V, let x,, be the feature
vector representing the local information of node v. The embedding composition z, of
node v is then defined as the concatenation of its local feature vector x, and its metapath

embedding h?, which is denoted as:
z, = x, | h)', 3)

where h is defined in Equation 2 and || denotes the concatenation operation.

6.1.3. Aggregated + Metapaths Embedding

Built from aggregated node features from both local information and information from its
neighbors through the random walk approach, which is then fused with metapath embed-
dings. For a node v € V, let a, be the aggregated feature vector that includes both the
local information of node v and the information from its neighbors. Thus, this composi-
tion can be formally denoted as:

a, = Aggregate ({f(u) | u € Neighbors(v) U {v}}), “)

where Neighbors(v) is the set of neighbor nodes of v, f(u) is a function that extracts
the feature vector of node u, and Aggregate is a function that combines these feature
vectors. The embedding composition z, of node v is then defined as the concatenation of
its aggregated feature vector a,, and its metapath embedding h?/:

7 =a, | by, 5)
where h is defined in Equation (2) and || denotes the concatenation operation.

7. Experimental Methodology

The methodology pipeline essentially involves the generation of features and embeddings
from nodes, and the validation of RecSys performance based on each type of node em-
bedding. Based on a tabular subset, the same used by the baseline (IMDb movies), the
heterogeneous graph was created using the specifications defined in step 1 of AGHE. In
the subsequent steps 2 and 3, the proposed embedding compositions in this research were
generated. At the end of this process, we obtained the following embeddings: Metapaths,
composition of Features and Metapaths, and composition of Aggregated Features and
Metapaths. After creating the embedding compositions, we conducted four experiments
to compare their effectiveness with the baseline using the Macro-F1 and Micro-F1 metrics
results:

1. Creation of the SVM model with Hold-Out and calculation of the scores for the
embedding compositions;

2. Creation of the XGBoost and Ensemble models with Hold-Out and calculation of
the scores for the embedding compositions;
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3. Creation of the SVM, XGBoost, and Ensemble models with Cross-Validation and
calculation of the scores for the embedding compositions;
4. Statistical analysis of the model that achieves the best result.

Our experiments used the Hold-Out split strategy, with 80% of the data for trai-
ning and 20% for testing, to match the baseline. Additionally, we employed the Cross-
Validation technique with 5 iterations of 10 k-folds, applying stratified validation and
shuffling the data before splitting into folds. We calculated the Macro-F1 and Micro-F1
metrics, as used in the baseline, by averaging the results and including their respective
standard deviations.

8. Experimental Evaluations and Preliminary Results

The results achieved through embedding compositions are encouraging, as they have pro-
ven to be effective, especially when used with the Cross-Validation technique, as demons-
trated in Table 1, where all the models using Aggregated + Metapaths embedding compo-
sition outperformed the baseline used in this research. Using the same 80% training data,
our research slightly surpassed the baseline. We achieved 61.76% using the composition
of Features with Metapaths and 61.65% using the composition of Aggregated Features
with Metapaths, compared to the baseline of 61.53%. However, the best achievement
of this research was using the composition of Aggregated Features with Metapaths em-
bedding and the SVM classifier with the Cross-Validation technique, achieving a 65.89%
Micro-F1 and a 2.03% Standard Deviation.

Tabela 1. Performance of classifiers on IMDb as dataset using node embeddings.

Algorithm | Train | Intra-Metapaths Metapaths Features+Metapaths | Agg+Metapaths
Mac-F1 Mic-F1 | Mac-F1 Mic-F1 | Mac-F1 Mic-F1 Mac-F1 Mic-F1
MAGNN* | 80% 61.44 61.53
SVM 80% 55.34 60.91 55.84 61.76 55.82 61.65
XGBoost | 80% 54.19 58.16 52.12 56.25 53.49 57.52
Ensemble | 80% 53.93 59.96 52.50 58.47 53.71 59.43
SVM Cv** 60.16 64.19 59.23 65.68 60.77 65.89
XGBoost | CV 58.67 62.29 57.74 61.02 58.54 62.92
Ensemble | CV 56.56 61.65 56.57 61.02 56.59 61.86

* MAGNN is the baseline with 80% of training data using SVM as an external classifier.
** CV is the Cross-Validation technique.

8.1. Statistical Test

Using statistical tests we analyzed the Aggregated + Metapaths embedding composition
with the SVM classifier, which achieved the best results in our experiments. However, a
similar analysis applies to the other cases. We used Shapiro-Wilk Normality Statistical
Test which is a reliable method for assessing whether data follows a normal distribution
[Mohd Razali and Yap 2011]. This test is particularly sensitive to departures from norma-
lity and is suitable for small to medium sample sizes, making it ideal for our experimental
conditions. The statistical tests achieved the following results: Statistic W - the value
achieved of 0.984 is very close to 1, indicating that the data distribution fits well with
the normal distribution; P-value - the value achieved of 0.720 is well above the common
significance level, meaning there is not enough evidence to reject the null hypothesis (fail

142



Companion Proceedings of the 39t" Brazilian Symposium on Data Bases October 2024 — Florianépolis, SC, Brazil

to reject HO) that the data follows a normal distribution. Therefore, we can conclude that
the sample appears to be Gaussian curve, following a normal distribution indicating the
absence of outliers and that the mean is an appropriate measure of central tendency used
in our experiments.

9. Conclusion and Next Steps

This research explores the use of heterogeneous graphs and embedding compositions as
key elements to enhance node representation. The experimental results based on the pro-
posed embedding compositions were quite promising. By incorporating the proposed em-
beddings, particularly the Aggregated + Metapaths composition, our approach achieved
outstanding results. The experimental outcomes demonstrated significant improvements
in node representation and classification tasks. Additionally, our experiments using the
proposed Cross-Validation technique, as an alternative to Hold-Out, achieved significan-
tly better performance in the observed metrics. The next steps include evaluating Link
Prediction and Node Clustering RecSys tasks; experiments using both a tabulated dataset
and heterogeneous graph with heterogeneous embeddings; applying the proposed appro-
ach to another public dataset expanding the baselines; proposing and evaluating the use of
edge features in node embedding compositions; evaluation of the impact of normalizing
the values of embedding vector space elements; hyperparameter optimization to achieve
the best classifier hyperparameter values for optimal classifier results;
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