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Abstract. The Text-to-SQL task involves generating SQL queries based on a gi-
ven relational database and a Natural Language (NL) question. Although Large
Language Models (LLMs) show good performance on well-known benchmarks,
they are evaluated on databases with simpler schemas. This dissertation first
evaluates their effectiveness on a complex and openly available database (Mon-
dial) using GPT-3.5 and GPT-4. The results indicate that LLM-based models
perform poorly and struggle with schema linking and joins. To improve accu-
racy, this work proposes the use of LLM-friendly views and data descriptions. A
second experiment on a real-world database confirms that this approach enhan-
ces the accuracy of the Text-to-SQL task.

Resumo. A tarefa de Texto-para-SQL envolve a geração de consultas SQL com
base em um banco de dados relacional e uma pergunta em Linguagem Natural
(LN). Embora os Modelos de Linguagem Grandes (LLMs) apresentem bom de-
sempenho em benchmarks conhecidos, eles são avaliados em bancos de dados
com esquemas mais simples. Esta dissertação avalia inicialmente sua eficácia
em um banco de dados complexo e disponı́vel publicamente (Mondial) utili-
zando GPT-3.5 e GPT-4. Os resultados indicam que os modelos baseados
em LLM têm desempenho inferior e dificuldades com a vinculação de esque-
mas e joins. Para melhorar a precisão, este trabalho propõe o uso de views e
descrições de dados amigáveis para LLMs. Um segundo experimento, em um
banco de dados do mundo real, confirma que essa abordagem aumenta a pre-
cisão na tarefa de Texto-para-SQL.
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2. Context e problem
Text-to-SQL tasks involve generating SQL queries from natural language (NL) sentences
[Quamar et al. 2022]. Due to the ability of Large Language Models (LLMs) to understand
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natural language and generate high-quality text [Singh 2023], the use of these models in
text-to-SQL tasks has gained popularity, achieving considerable success over well-known
benchmarks [Yu et al. 2018, Li et al. 2023].

However, these benchmarks are biased towards databases with simple schemas
and NL questions aligned with the schema vocabulary. In real-world databases, the
schema is often large and complex, and uses abbreviated and ambiguous table and co-
lumn names, which poses challenges to the text-to-SQL task.

Motivated by the discrepancy between the databases used in benchmarks and those
observed in real-world scenarios, this dissertation investigates the performance of LLM-
based text-to-SQL strategies when applied to complex, real-world databases.

3. Goals
The goal of this dissertation is to assess the performance of LLM-based text-to-SQL stra-
tegies on complex databases in two scenarios: (1) the open scenario is based on an openly
available database [May 1999], which has a large and complex schema and a schema vo-
cabulary close to the terms of the user’s questions; (2) the industrial scenario is based
on a proprietary database that stores data about the integrity management of an oil com-
pany industrial assets, whose schema vocabulary is different from that of the user’s NL
questions.

4. Contribution
The first contribution of this dissertation is to show that, while some LLM-based text-to-
SQL strategies showed promising results in benchmarks such as Spider, their performance
decreases considerably when applied to complex databases. The second contribution of
this dissertation is to demonstrate that LLM-based text-to-SQL strategies can be improved
with LLM-friendly views and data sample descriptions. The experiments with the Mondial
database are available at a Github repository1.

5. Advancement in the state of the art
Despite the success of LLM-based strategies in the text-to-SQL task, such as
[Pourreza and Rafiei 2023], [Dong et al. 2023], and [Gao et al. 2023], on benchmarks
like Spider [Yu et al. 2018], these benchmarks typically feature simple and small da-
tabases The BIRD dataset aims at bridging the gap between text-to-SQL research and
real-world applications, but still lacks databases with large schemas [Li et al. 2023].
This dissertation highlights that LLM performance tends to decline in scenarios in-
volving complex, real-world databases and benchmarks with more challenging que-
ries. It also demonstrates that accuracy can be enhanced by leveraging views
[Groff and Weinberg 1999] that adopt LLM-friendly names and that decrease the num-
ber of joins during SQL generation. These views help reduce SQL query complexity and
facilitate the identification of columns and tables by the LLM during SQL generation.
Furthermore, there is potential for further improvements using techniques such as Re-
trieval Augmented Generation (RAG) [Guo et al. 2023] and fine-tuning an LLM locally
[Dettmers et al. 2023] by training the model with data from these more complex schemas.

1https://github.com/dudursn/text\_to\_sql\_chatgpt\_real\_world/
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6. Summary of the Solution
Using both GPT-3.5 and GPT-4 models from OpenAI [OpenAI 2024], this disser-
tation initially tested selected strategies based on prompt engineering [Saravia 2022]
from the Spider benchmark, including DIN-SQL [Pourreza and Rafiei 2023] and C3
[Dong et al. 2023], and a combination of both, called C3-DIN, introduced in the disser-
tation. It also tested SQLQueryChain, SQLDatabaseSequentialChain, and SQLAgent,
offered by the LangChain framework [Langchain 2024]. This framework enables inclu-
ding samples of database instances, a feature also tested in this dissertation.

In the industrial scenario, to improve the performance of LLM-based text-to-SQL
strategies, this dissertation proposed using views, that map fragments of the database
schema to terms closely aligned with those users frequently adopt and pre-define com-
monly used joins (LLM-friendly views) and providing descriptions of the database values
to capture the data semantics. The dissertation tested a text-to-SQL implementation based
on LangChain’s SQLQueryChain that performed well and had a much lower cost than the
other strategies tested. Figure 1 illustrates the prompt implemented, where: (A) contains
instructions for the LLM; (B) defines the output format; (C) partly illustrates how the
maintenance order table is passed to the LLM as a CREATE TABLE statement;
(D) shows 3 data sample descriptions from the maintenance order; and (E) passes
the NL question.

Figura 1. SQLQueryChain’s prompt with some tips used in the experiments.

7. Evaluation
Despite the availability of the benchmark datasets for the text-to-SQL task [7, 14, 15],
two benchmarks were created, one using the Mondial database and another based on
the real-world industrial database mentioned earlier. Each benchmark consists of 100
natural language sentences and their corresponding ground truth SQL queries, categorized
as simple, medium and complex. Accuracy, token usage, and cost were the evaluated
metrics. Among the strategies tested, SQLQueryChain with samples using GPT-4 showed
good performance at a low cost and runtime, while C3 with GPT-4 achieved the best
overall accuracy, but incurred higher costs, higher number of tokens, and longer runtime.
Results from the Mondial benchmark indicated lower performance due to challenges such
as schema linking and joins, complex data semantics, and discrepancies between terms
used by the user and the schema vocabulary. In the industrial scenario, renaming tables
and columns and introducing new columns to reduce joins improved accuracy in LLM-
based text-to-SQL strategies.
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• Nascimento, E.; Garcı́a, G.; Feijó, L.; Victorio, W.; Izquierdo, Y.; R. de Oli-
veira, A.; Coelho, G.; Lemos, M.; Garcia, R.; Leme, L. and Casanova, M.
(2024). Text-to-SQL Meets the Real-World. In Proceedings of the 26th In-
ternational Conference on Enterprise Information Systems - Volume 1: ICEIS;
ISBN 978-989-758-692-7; ISSN 2184-4992, SciTePress, pages 61-72. DOI:
10.5220/0012555200003690 – QUALIS A3.

• R. Nascimento, E.; T. Izquierdo, Y.; Garcı́a, G.; Coelho, G.; Feijó, L.; Lemos, M.;
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